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1 Uvod

1.1 Teorija skupova u matematici

Teorija skupova grana je matematike koja se bavi skupovima. Kao $to znamo, skupovi se
koriste i u svim drugim granama matematike. Intuitivno skup zamisljamo kao apstraktan
pojam koji ima elemente i mislimo da je jednostavan za pojmiti.

Ipak, naivno poimanje skupova dovodi do paradoksa, kao $to je Russellov paradoks koji
slijedi

Paradoks. Neka je R skup svih skupova koji nisu elementi samih sebe. Fromalno to moZemo
zapisati kao

R:={x|x¢x}.

Pitamo se je li R € R? Pretpostavimo da je R € R. Buduc(i da je po definiciji R skup svih onih
skupova koji nisu u samom sebi, mora biti R ¢ R. Sli¢no, ako R ¢ R, onda R, bududi da nije
element samog sebe, mora biti € R. Dakle, niti jedno nije moguce.

Zbog ovakvih logickih paradokasa moramo biti oprezniji pri poimanju skupova, tj. ne
mozemo svaku kolekciju elemenata koju nekako opiSemo nazivati skupom. Zato je po-
trebna teorija skupova, disciplina koja jasno odreduje Sto mozemo smatrati skupom, osigu-
ravajuci da ne dode do paradoksa, a opet da skupovi budu dovoljni za potrebe matematike.
Utemeljio ju je njemacki matematicak Georg Cantor u drugoj polovici 19. stoljeca.

Da se strogo logicki definira teorija, nasuprot naivnoj teoriji skupova uvodimo aksiomat-
sku teoriju skupova. Ubrzo se pokazalo da je teorija skupova vrlo mo¢na i da se gotovo
cijela matematika moZze utemeljiti na njoj. Zato ova disciplina spada u temelje matema-
tike. Iako je u principu moguce da elementi skupova budu matematicki objekti koji sami
nisu skupovi, pokazalo se da to nije potrebno te ¢e svi objekti u ovoj teoriji biti skupovi.

Najpoznatija aksiomatska teorija je tzv. Zermelo—Fraenkel teorija skupova (sa ili bez ak-
sioma izbora) koju su slozili matematicari Ernst Zermelo i Abraham Fraenkel pocetkom
20. stolje¢a. Ovdje ¢emo proucavati tu teoriju s uklju¢enim aksiomom izbora.

Iako su skupovi dovoljni za ve¢inu matematike, postoji i Sira teorija, tzv. teorija klasa.
Klasama se smatraju neke kolekcije skupova koje ne mogu biti skupovi. Takve teorije nuzne
su primjerice za teoriju kategorija. Ipak, ovdje se ne¢emo baviti klasama.



1 Uvod

1.2 Jezik teorije skupova - osnove matematicke
logike

Za formalno zapisivanje izraza u teoriji skupova koriste se logicki simboli tzv. logike prvog
reda. To su logicke operacije (A, V, ...), varijable, kvantifikatori (V, 3), itd. Definirajmo
ih formalnije.

* Varijable su simboli koji zamjenjuju objekte. Za njih najcesce koristimo velika i mala
slova latini¢ne abecede (x, y,...), ali ponekad koristimo i grcka ili druga slova. Svi
logicki objkti za nas ¢e biti skupovi.

* Tvrdnje o objektima nazivaju se formule ili logicki izrazi.

* Ako su x i y varijable, izrazi x € y i x = y su formule, tzv. atomarne formule. Izraz
Xx € y ¢itamo “x je element od y”, a x = y ¢itamo “x je jednako y”.

* Pomocu logickih operacija od jednih formula ¢ i1 gradimo nove formule. Logicke
operacije koje ¢emo koristiti su =¢ (“nije” ¢), ¢ AY (¢ V" YP), ¢ VY (¢ “ili’ Y),
¢ — Y (“iz ¢ slijedi ¢”, ¢ “implicira” ) i ¢ «— Y (¢ “je ekvivalentno s” v, ¢ “ako
i samo ako” ¢). Kada su tako sloZene formule istinite znamo iz prijasnjih kolegija.

* Varijable o kojima logicki izraz nesto tvrdi nazivamo slobodnim varijablama. Istini-
tost takvog izraza u biti ovisi o tome koji objekt oznacava varijabla.

* Ako je ¢ logicki izraz tada pomocu kvantifikatora gradimo nove izraze Vx ¢ (“za
svaki x vrijedi ¢) i dx ¢ (“postoji x takav da vrijedi ¢”). Ako je x bio slobodna
varijabla od ¢ on viSe nije slobodna varijabla od Vx ¢ i 3x ¢ jer izraz u cjelini ne
govori o toj varijabli. Takvu varijablu nazivamo vezana varijabla

Ako je potrebno u pisanju koristimo i zagrade. Naveli smo u nacelu sve potrebne sim-
bole za zapisivanje izraza. Njihovo je znacenje intuitivno poznato. Ipak, u formalnoj logici
formalizirani su intuitivno jasni nacini zaklju¢ivanja. U to ovdje ne¢emo duboko ulaziti.
Spomenimo samo da se koriste aksiomi jednakosti koji formaliziraju intuitivno znacenje
“biti jednak”. Primjerice, za logicki izraz ¢ (x) koji ima slobodnu varijablu x i nema vari-
jablu y (niti slobodnu niti vezanu) imamo aksiom

x=y = (@)= o)) (1.1

gdje je ¢ (y) isti taj logicki izraz u kojem smo sve pojave varijable x zamijenili s y. Logicke
aksiome ne¢emo navoditi medu aksiome skupova nego ¢emo ih smatrati jasnima.

Sve moZemo zapisati u do sada objasnjenom jeziku. Ipak, za brze i jasnije zapisivanje
koristimo neke pokrate. Slijedi vjerojatno nepotpuna lista logickih pokrata:

* —(x € y) skraceno piSemo x ¢ y,

e —(x = y) skraéeno pisemo x # y;



1.2 Jezik teorije skupova - osnove matematicke logike

* Vx(x € y — ¢) skraceno piSemo (Vx € y)¢ i ¢itamo “za svaki x iz y vrijedi ¢”;

* dx(x € y A ¢) skraceno piSemo (Ix € y)¢ i Ccitamo “postoji x iz y takav da vrijedi
¢7?;

* dyVx(x = y <> ¢) gdje y nije slobodna varijabla u ¢ skraceno piSemo I!x ¢ i

¢itamo “postoji jedinstveni x takav da vrijedi ¢”.

Nadalje, za bilo koji logicki izraz mozemo uvesti skracenu oznaku. Bitno je samo da se u
oznaci spomenu sve slobodne varijable. Neke ¢emo uvoditi u nastavku, a neke vjerojatno
ve¢ poznate navedimo:

* x €y (“x je podskup od y”) je pokrata za Vz € x z € y, Sto smo ve¢ uveli kao
pokratu za Vz(z €x >z € y);

* x Cy (“x je pravi podskup od y”) je pokrataza x C y Ax # y;

Konacno, ako za logicki izraz ¢ sa slobodnom varijablom y dokazemo 3!y ¢, tom jed-
ninstvenom y-u moZemo dati naziv i oznaku koja ovisi o ostalim sobodnim varijablama
od ¢. Primjere ¢emo uvoditi u nastavku.






2 Osnovni aksiomi

2.1 Aksiom ekstenzionalnosti

Prvi aksiom koji uvodimo formalizira intuitivhu predodbu da je skup potpuno odreden
svojim elementima, tj. ako znamo elemente skupa, znamo sve o njemu.

Aksiom 1 (Aksiom eksenzionalnosti). Ako dva skupa imaju iste elemente, oni su jednaki.
Formalno
Vz(zex e z€y)—>x=.

Mogli smo uvesti i obostranu implikaciju «— pa da iskaz aksioma izgleda kao definicija
jednakosti. To medutim nije potrebno jer suprotna implikacija slijedi iz logickih aksioma
jednakosti, usporedi (1.1).

Aksiom ekstenzionalnosti glavno je orude za dokazivanje jednakosti skupova. Za do-
kazati da su x i y jednaki potrebno je dokazati da imaju iste elemente. To ¢emo obicno
utvrdivati za dva smjera zasebno, tj. utvrdit ¢emo da je svaki element od x element i od
y, i obrnuto. Formalno, koristit ¢emo ekvivalentan iskaz aksioma

(Vz(zex -oz€ey)AVzzey »z€x)) > x =Y.
Koriste¢i pokratu s podskupovima to mozemo zapisati kao

ng/\ygx—)x:y

2.2 Aksiom praznog skupa
Aksiom 2 (Aksiom praznog skupa). Postoji skup koji nema elemenata. Formalno

IxVy y & x.
Propozicija 2.1. Skup koji nema elemenata je jedinstven, formalno 3'xVy y ¢ x.

Dokaz. Koristimo aksiom ekstenzionalnosti. Pretpostavimo da su x; i x, dva skupa koji
nemaju elemente. Potrebno je dokazati da je za svaki z z € x ekvivalentno sa z € y. No
obje su tvrdnje uvjek netocne, pa time i ekvivalentne. Zato je x; = X,. ]

Zbog jedinstvenosti tom skupu mozemo dati ime i oznaku u sljedecoj definiciji.

Definicija 2.2. Jedinstveni skup bez elemenata zovemo prazan skup i ognacavamo 0.
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2.3 Aksiom partitivnog skupa
Aksiom 3. Za svaki skup postoji skup njegovih podskupova, tj.
Vx3dyVz(z € y <> 2 C x).

Slicno kao za prazan skup, dokazat ¢emo da je za svaki x takav skup jedinstven i dati
mu ime i oznaku. Postupak je ve¢ standardan, pa detalje ostavljamo za domacu zadacu.

Propozicija 2.3. Za svaki x skup njegovih podskupova je jedinstven.
Dokaz. D.Z. O

Definicija 2.4. Za skup x skup njegovih podskupova nazivamo partitivni skup od x, u oznaci

P(x).

2.4 Aksiom para

Aksiom 4. Za svaka dva skupa x i y postoji skup kojem su x i y jedini elementi, tj.
VaVbiyVz(z € y <> (z=aVz=b)).

Propozicija 2.5. Za svaka dva skupa x i y skup kojem su x i y jedini elementi jedinstven je.

Dokaz. D.Z. O

Definicija 2.6. Za skupove x i y skup kojem su x i y jedini elementi jedinstven nazivamo

(neuredeni) par od x i y, u oznaci {x, y}.

Ako je x =y taj par zovemo singleton od x, u oznaci {x}.

Primijetimo da je {x,y} = {y, x}.

2.5 Aksiom unije

Aksiom 5. Za svaki skup x postoji skup kojem su elementi elementi elemenata od x, tj.
Vx3dyVz(z € y <= (At € x)(z € 1)).

Propozicija 2.7. Za svaki x taj je skup jedinstven.

Dokaz. D.Z. O

Definicija 2.8. Za skup x taj skup nazivamo unija od x, u ognaci Ux.
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2.6 Shema aksioma separacije

Ovdje definirana unija jest unija svih elemenata od x. Uniju smo vjerojatno prvi put
upoznali kao oparaciju dvaju skupova koju sada definiramo kao:

xUy:=U{x,y} (2.1)
Primijetimo da su za definiranje ove operacije potrebna dva aksioma, aksiom para i aksiom
unije.
Aksiomom para mogli smo konstruirati dvoclane skupove. Aksiom unije zajedno s ak-
siom para omogucuje nam da konstruiramo i vece skupove:

{a,b,c} :=U{{a, b}, {c}},
{a,b,c,d} :==U{{a, b,c},{d}}...
Propozicija 2.9. Za svaki skup x vrijedi UZ(x) = x.

Dokaz. Dokazujemo dva smjera, da je x C UZ(x) i x 2 UZ(x). Najprije uzmimo a € x.
Treba dokazati da postoji t € 2 (x) takav da je a € t. No moZemo uzeti cijeli x € 2 (x) i
znamo da je a € x.

Obratno, uzimom a € U#(x). To znaci da posoji t € #(x) takav da je a € t. Po
definiciji partitivnog skupa je t C x, pa je a € x. ]

2.6 Shema aksioma separacije

U naivnoj teoriji skupova skupove smo zeljeli definirati svojstvom, tj. logi¢kim izrazom s
jednom slobodnom varijablom koji je ovisno o toj varijabli istinit ili lazan. No takvo nas je
razmis$ljanje dovelo do paradoksa. Ipak, ako se ograni¢imo na ve¢ poznati skup, definiranje
njegova podskupa pomocu svojstva ne dovodi do paradoksa, te se uvodi kao aksiom.

Aksiom 6 (Shema aksioma separacije ili Shema aksioma podskupa). Neka je ¢ (x) logicka
formula sa slobodnom varijablom x i bez slobodne varijable b. Tada

YadbVx(x € b e (x € a) A p(x)).

Navedeno nije jedan aksiom, nego po jedan aksiom za svaku logicku formulu ¢. Zato
kazemo shema aksioma. Nije moguce pisati V¢ jer ¢ nije objekt nego formula, a kvanti-
ficirati se mogu samo objekti u logici prvog reda.

Propozicija 2.10. Za formulu kao u aksiomu i za svaki a skup b iz aksioma je jedinstven.
Dokaz. D.Z. O

Definicija 2.11. Za formulu ¢ (x) kao u aksiomu i za odreden a jedinstveni skup b iz aksioma
oznacavamo

{xealp(x)}

i kazemo da je skup definiran separacijom iz a pomocu svojstva ¢.
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2 Osnovni aksiomi

Za postojanje unije trebao nam je poseban aksiom. Za postojanje presjeka to nije po-
trebno, nego ¢e ono slijediti iz aksioma separacije. Zato ga definiramo.

Definicija 2.12. Neka je x neprazan skup. Presjek skupa x je skup
Nx={y|(Vtex)y et}.

Primijetimo da oznaka iz definicije presjeka nije oznaka koju smo definirali u Defini-
ciji 2.11 jer nije naveden skup iz kojega separiramo. Zato ne moZemo aksiom separacije
direktno primijeniti i garantirati postojanje presjeka, nego to ¢inimo u sljedecoj propoziciji.

Propozicija 2.13. Presjek skupa x dobro je definiran, tj. postoji skup kojem su elementi tocno
oni koji zadovoljavaju navedeni uvjet.

Dokaz. Jer je x neprazan, postoji a € x. Elementi od Nx moraju biti u svakom elementu
od x, paondaiua. Zato je

Nx={ye€al|(Vtex)yet}.
Taj skup postoji po aksiomu separacije. O
U nastavku ¢emo ponekad definirati skupove na slican nacin, tj. koriste¢i oblik
{oznaka za objekte skupa | uvjet koji objekti moraju zadovoljavati}. (2.2)

Da bismo mogli takvu oznaku koristiti moramo dokazati da su objekti s lijeva koji zado-
voljavaju uvjet s desna sadrzani u nekom (vecem) skupu, iz Cega Ce aksiom separacije
garantirati postojanje definiranog skupa.

Napomena 2.14. Cim znamo da postoji skup koji sigurno sadri neke trafene elemente, a
mozda sadrzi i jos neke “uljeze”, pomocu aksioma separacije mogemo konstruirati skup koji
sadrgi samo trazene elemente. Zato mozemo do sada uvedene aksiome napisati jednostavnije,
tako da garantiraju jednu inkluziju. Primjerice, aksiom para ekvivalentan je s

VaVb3y(aey Ab € y).

U ovoj formulaciji ne znamo sadrgi li taj y moZda jos neke elemente osim a i b. No kakav
god taj y bio, pomocu aksoma separacije mozemo definirati

{a,b} ={xey|x=aVx=hb},
i to je isti skup Cije nam postojanje garantira originalni aksiom para.

Napomena 2.15. U tom smislu posebno je zanimljiv aksiom praznog skupa. On je ekviva-

lentan jednostavnoj tvrdnji
da,

jer se prazan skup moze konstruirati separacijom iz bilo kojeg skupa bilo kojim svojstvom koje
je uvijek netocno, npr.

P={x€alx#x}.
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2.7 Uredeni par

Primijetimo pritom da je aksiom praznog skupa jedini medu do sada uvedenim aksiomima
koji osigurava neovisno postojanje nekog skupa. Bez njega, u bilo kojem od ekvivalentnih
oblika, bilo bi moguée da nijedan skup uopce ne postoji.

Aksiom praznog skupa (a i ostale elementarne aksiome) nastavit éemo navoditi u original-
nom obliku prvenstveno iz pedagoskih razloga. Prazan skup prvi je uveden jer je on skup od
kojeg u biti konstruiramo sve ostale skupove.

2.7 Uredeni par

Par, tj. skup od dva elementa ne razlikuje koji je prvi, a koji drugi element. Od esencijalne
¢e nam vaznosti biti par, ozna¢imo ga (x, y), koji nece biti isto §to i (y,x) (za x # y). To
se vjerojatno moze posti¢i na viSe nacina, no sljededi je standardan.

Definicija 2.16. Neka su x i y skupovi. Uredeni par skupova x i y je
(x, y) = {{x}, {x, y}}.

Idu¢om propozicijom provjerit ¢emo da je to zaista struktura koju Zelimo. Prvo nam
treba jedna lema.

Lema 2.17. Neka su x, y i z skupovi. Ako je {x,y} = {x,2} onda je y = z.

Dokaz. Vrijedi y € {x,y} = {x,2}, pa je po definiciji para y = x ili y = z. U potonjem
smo slucaju gotovi, pa nastavimo s pretpostavkom x = y. Analogno jez = x iliz =y,
i opet smo ili gotovi ili nastavimo s pretpostavkom z = x. No tada su svi jednaki, pa je
takoder y = z. ]

Propozicija 2.18. Neka su a, b, c i d skupovi. Ako je (a,b) =(c,d) ondajea=cib=d.

Dokaz. Pretpostavka kaze da je {{a},{a,b}} = {{c},{c,d}}. Zato je {a} = {c} ili {a} =
{c,d}. U oba je slucaja c € {a}, pa je po definiciji singletona ¢ = a.

Sada imamo {{a}, {a, b}} = {{a}, {a,d}}. Lema implicira da je {a, b} = {a,d}, pa opet
lema implicira da je b =d. ]

2.8 Kartezijev produkt

Definicija 2.19. Neka su a i b skupovi. Kartezijev produkt skupova a i b, u oznaci a x b,
jest skup svih uredenih parova (x,y) gdjeje x €aiy € b, tj.
axb:={(x,y)|x€aAyehb} (2.3)

Sto je pokrata za
{p1(@x €a)3y € b)p=(x,¥)}. (2.4)

U ovoj definiciji ponovno nije naveden skup iz kojeg separiramo. Zato je potrebno pro-
vjeriti da takav skup postoji, tj. da je kartezijev produkt dobro definiran. Zato ¢e nam
trebati sljedeca lema.
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2 Osnovni aksiomi

Lema 2.20. Akojex €aiy € bondaje (x,y) € Z(#(aUDb)).

Dokaz. 1z x € a slijedi {x} Ca CauUb,tj. {x} € Z(auUb). Slitno je {x,y} CaUb, tj.
{x,y} € #(aub). Zatoje (x,y) = {{x},{x, y}} € P(aUb), 4. (x,y) € Z(#(aUb)). U

Propozicija 2.21. Neka su a i b skupovi. Kartezijev produkt a x b dobro je definiran, tj.
postoji skup koji zadovoljava definiciju.

Dokaz. 1z leme direktno slijedi da je kartezijev produkt jednak
axb={peP(@(aub))|(@xca)dy €b)p=(x,y)}, (2.5)

a taj skup postoji po aksiomu separacije. m

Jednakost (2.5) mogli smo koristiti kao definiciju, te bi iz nje odmah bilo jasno da de-
finiramo nesto Sto postoji. Medutim tada ne bi odmah bilo jasno da su u tom skupu svi
parovi (x,y)zax €aiy € b, ito bi trebalo naknadno utvrditi. Oba su pristupa dobra.
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3 Relacije i funkcije

Relacije i funkcije ve¢ su poznate iz prethodnih kolegija, posebno Elementarne matematike.
Ovdje ¢emo brzo prodi kroz formalne definicije i dokaze, s naglaskom na specificnostima
iz perspektive teorije skupova.

3.1 Relacije

Definicija 3.1. Relacija je skup kojem su svi elementi uredeni parovi.
Ako je R relacija, tvrdnju (x,y) € R moZemo zapisivati xR y.

Primjer 3.2. Svaki kartezijev produkt a x b je relacija. Podskup svake relacije je relacija.

Definicija 3.3. Neka su a i b skupovi. KaZemo da je relacija R izmedu ai b akojeR C a x b.
Kazemo da je relacija R na a ako je R C a X a.

Definicija 3.4. Neka je R relacija. Domena relacije R je
dom(R) := {x | Ay(xRy)}. 3.1)

Slika relacije R je
mg(R) :={y [ Ix(xRy)}. (3.2)

Propozicija 3.5. Domena i slika dobro su definirane, tj. postoji skup kojem su elementi tocno
oni koji zadovoljavaju navedeni uvjet.

Dokaz. Ako je (x,y) ={{x},{x,y}} €Rondasu {x},{x,y} € URpaix,y € UUR. Zato
deomenu i sliku mozemo dobiti separacijom iz UUR. O

Napomena 3.6. Svaka relacija je relacija izmedu svoje domene i svoje slike.

Neka je ¢(x,y) logicki izraz sa slobodnim varijablama x i y. Relaciju R Cesto ¢emo
definirati oznakom

xRy : = ¢(x,y) (3.3)

Sto je pokrata za
R:={(x,y) | ¢(x,y)}. (3.4

Pri tom, naravno, treba provjeriti da se relacija moze dobiti separacijom iz nekog skupa.

Definicija 3.7. 1. Neka je R relacija. Inverz relacije R je relacija R™* definirana sa

yRx:< xRy.
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3 Relacije i funkcije

2. Neka su R i S relacije. Kompozicija relacija R i S je relacija S o R definirana sa

x(SoR)z: <= dy(xRy ANy Sz).

3. Neka je R relacija i ¢ skup (obi¢no je ¢ € domR, ali ne mora biti). Restrikcija od R na
cje
R|. :=RnN(c x rng(R)).
Propozicija 3.8. Sve relacije u prethodnoj definiciji dobro su definirane.
Dokaz. D.Z. L
Definicija 3.9. Neka je R relacija.
* R je simetri¢na ako za svake x,y vrijedi xRy — yRx.
* R je tranzitivna ako za svake x,y,z vrijedi xRyRz — y Rz.

* Rje irefleksivna ako ne postoji x takav da je x R x.

* Ako je R relacija na a i za svaki x € a je x R x kaZemo da je R refleksivna na a.

3.2 Parcijalni uredaj

Definicija 3.10. Neka je a skup i R relacija na a.
Relacija R je parcijalni uredaj na a ako je irefleksivna i trangzitivna.
Kazemo da je (a,R) parcijalno uredeni skup.

Za parcijalne uredaje obic¢no koristimo notaciju <, <, < ili sl. Tada za inverznu relaciju
obi¢no koristimo simetri¢ne notacije >, >, ©>... Takoder uvodimo relaciju

xLy:&=x<yVx=y, (3.5)

koje se analogno oznacavaju <, <...ovisno o oznaci parcijalnog uredaja, te se njihove
inverzne relacije oznacavaju >, >, >...

Tako je parcijalno uredeni skup definiran kao uredeni par (a, <) ¢esto zloupotrebljavajuci
notaciju kaZzemo da je a parcijalno uredeni skup ako je jasno o kojem se uredaju radi na
njemu.

Neka je (a, <) parcijalno uredeni skup i b € a. Tada je (b, < N b x b) parcijalno uredeni
skup. Ponovno zloupotrebljavajuci notaciju taj parcijalno uredeni skup ¢esto oznacavamo
s (b,<). Cim spominjemo podskup parcijalno uredenog skupa promatrat ¢emo ga kao
parcijalno uredeni skup s ovako definiranim uredajem.

Definicija 3.11. Neka je (a, <) parcijalno uredeni skup i b C a;

* X € a je minimalan (maksimalan) ako ne postoji y € a takav daje y < x (y > x);
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3.3 Totalni uredaj

* X € aje najmanji element (najveci element) ako za svakiy € avrijedix <y (x = y);
* X € a je donja meda (gornja meda) od b ako za svaki y € b vrijedi x <y (x = y);

* x € a je supremum (infimum) od b ako je najmanja gornja (najveéa donja) meda od
b.

Propozicija 3.12. Neka je (a, <) parcijalno uredeni skup.
Najmanyji i najveci element u a, ako postoje, jedinsveni su.
Najmanji element je minimalan. Najveli element je maksimalan.

Dokaz. D.Z. O
Primjer 3.13. Neka je a skup i neka je
Co={(x,y)eZ(a)xP(a)[x C y}

relacija na 2 (a). Lako se pokaze da je (% (a), C,) parcijalno uredeni skup.

Primijetimo da je C, relacija, dok je C logicki izraz, no za x,y € Z(a)sux C,yixCy
ekvivalentni. Zato gzloupotrebljavajuci notaciju parcijalno uredeni skup cesto oznacavamo
(2(a), ).

U njemu je najmanyji i jedini minimalni element §, a najveéi i jedini maksimalni element a.
Supremum skupa b C 2 (a) je Ub. Infimum nepraznog b C % (a) je Nb, dok je infimum od
0 jednak a.

3.3 Totalni uredaj

Definicija 3.14. Neka je (a, <) parcijalno uredeni skup.

Elemente x i y iz a zovemo neusporedivi ako nije x < y niti x > y niti x = y.

Ako ne postoje neusporedivi elementi u a kazemo da je uredaj < totalan i da je (x, <)
totalno uredeni skup.

Propozicija 3.15. U totalno uredenom skupu pojmovi minimalnog (maksimalnog) i najma-
njeg (najveceg) elementa su ekvivalentni.

Dokaz. Nakon Propozicije 3.12 dovoljno je dokazati da je svaki minimalan (maksimalan)
element najmanji (najveci). D.Z. ]

Minimalan, odnosno najmanji element u totalno uredenom skupu (a, <) oznacavamo
mina. Maksimalan, odnosno najve¢i element oznacavamo maxa.

Definicija 3.16. Totalno uredeni skup (a, <) je dobro ureden ako svaki neprazan b C a ima
najmanji element.
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3 Relacije i funkcije

3.4 Relacije ekvivalencije

Definicija 3.17. Neka je a skup i ~ relacija na a.
Relacija ~ je relacija ekvivalencije na a ako je refleksivna na a, simetri¢na i tranzitivna.

Lema 3.18. Neka je ~ simetri¢na i trangitivna relacija.
Tada postoji jedinstveni skup a takav da je ~ relacija ekvivalencije na a.

Dokaz. Tvrdimo da je a := dom(~) takav skup. Zaista, ako je x € dom(~) tada postoji y
takav da je x ~ y. Zbog simetri¢nosti je y ~ x, a zatim zbog tranzitivnosti x ~ x. Stoga
je ~ refleksivna na dom(~).

Skup na kojem je relacija refleksivna opcenito je jedinstven jer je jednak {x | x ~ x}. [

Definicija 3.19. Neka je a skup i R relacija ekvivalencije na a.
Klasa ekvivalencije od x € a s obzirom na R je

[x]z:={y €A|xRy}.

Pisemo i [ x] ako je relacija poznata.
Kvocijentni skup skupa a po relaciji R je skup svih klasa ekvivalencije:

a/p={lxlr€@(@)|x €al}.
Propozicija 3.20. Neka je a skup, ~ relacija ekvivalencije na a te x,y € a. Tada je
1. x ~y akoisamo ako je [x]=[y];
2. x =y ako i samo ako je [x]N[y]=0.

Dokaz. D.Z. [l

3.5 Particije

Definicija 3.21. Neka su a i P skupovi. P je particija od a ako
e D& P;
e UP=aq;
e zasvake x,y €EPjex=yilixNny=40.

Korolar 3.22. Neka je a skup i ~ relacija ekvivalencije na a. Tada je kvocijentni skup a/..
particija od a.

Dokaz. D.Z. O]

Neka je P particija na a definirajmo relaciju P kao

xPy:=3beP({x,y} Cb). (3.6)
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3.6 Funkcije

Propozicija 3.23. Neka je a skup.
1. Za svaku particiju P od a P je relacija ekvivalencije.

2. Za svaku particiju P od a ta particija jednaka je kvocijentnom skupu od P, tj. P = a/.

3. Za svaku relaciju ekvivalencije ~ na a vrijedi ~ = c/17:.
Dokaz. D.Z. O

Zbog prethodne propozicije svaka relacija ekvivalencije na a ima pridruZenu particiju
na a, i svejedno je $to od toga dvoje zadamo.

3.6 Funkcije

Prisjetimo se da se funkcija standarno definira kao uredena trojka (f,a, b) gdje je a do-
mena, b kodomena i f “pravilo preslikavanja” izmedu a i b. Ovdje ¢e nam funkcija biti
samo f.

Definicija 3.24. Relacija f je funkcija ako za svake x, y; i y, vrijedi x f yiAX f yo = y1 =
Yo, tj. svaki x je u relaciji f s najvise jednim elementom.

Domenu funkcije ne treba posebno definirati jer je definirana za svaku relaciju. Kodo-
menu necemo formalno definirati, ali cemo koristiti sljede¢u notaciju.

Definicija 3.25. Ako je f funkcija, a = dom(f) i b 2 rng(f ) moZemo zapisivati
f:a—b.

Skup b u ovoj notaciji mozemo zvati kodomena. Primijetimo da kodomena nije jednoz-
nacno odredena, svaki nadskup od slike moze se koristiti kao kodomena.

Definicija 3.26. Funkcija f je injekcija ako je njen inverz f ! funkcija.
Funkcija f : a — b je surjekcija na b ako je b = rng(f).
Funkcija f : a — b je bijekcija izmedu a i b ako je injekcija i surjekcija na b.

Primijetimo da je svaka funkcija surjekcija na svoju sliku. Svaka injekcija je bijekcija
izmedu svoje domene i svoje slike.

Neka je f: a — b. Bududi da za svaki x € a postoji jedinsveni y € b takav da je x f b,
za taj jedinstveni y uvodimo oznaku f (x).

Primjer 3.27. Neka je a skup. Tada je
id, :={(x,x)€axa|xea} (3.7)
funkcija. Zovemo je identiteta na a. Vrijedi id,: a — a, i ona je bijekcija izmedu a i a.

Inverz i kompozicija ve¢ su definirani za svaku relaciju. Koristimo ih i kod funkcija.
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3 Relacije i funkcije
Propozicija 3.28. 1. Ako je f funkcija, restrikcija f |, takoder je funkcija. Ako je f : a —
bicCa, tadaje f|.: c — b.

2. Kompozicija funkcija je funkcija. Kompogzicija injekcija je injekcija. Akoje f:a — b i
g:b—c, tadajegof:a—c.

3. Ako je f bijekcija izmedu a i b, f~! je bijekcija izmedu b i a.

4. Ako je f bijekcija izmedu a i b te g bijekcija izmedu b i c, onda je g o f bijekcija izmedu
aic.

Dokaz. D.Z. O]

Propozicija 3.29. Neka je f: a — b. Funkcija f je bijekcija izmedu a i b ako i samo ako
postoji funkcija g: b — a takvadaje go f =id, i f o g =1id,,.

Dokaz. D.Z. O

Neka su a i b skupovi. Skup svih funkcija f : a — b oznacavamo s

‘B=B'={feP(axb)|f:a— b}. (3.8)
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4 Prirodni brojevi

Prirodne brojeve intuitivho poznajemo od pocetaka ucenja matematike. Ipak, ovdje ih
zelimo strogo definirati, odnosno navesti njihova svojstva. Vjerojatno su nam poznati Pe-
anovi aksiomi, to su posebni aksiomi koji aksiomatski opisuju prirodne brojeve. Ipak,
teorija skupova je opca teorija u kojoj definiramo prirodne brojeve, bez posebnih aksioma
samo za njih.

4.1 Definicija

U principu se prirodni brojevi mogu definirati na viSe nacina, no u teoriji skupova jedan je
standardan. Ideja je da svakako zelimo da prirodan broj n bude neki skup s n elemenata.
Stoga je za nulu jedini mogudi izbor

0:=0. (4.1)

Nastavljamo dalje s definicijom.

Definicija 4.1. Neka je a skup. Sljedbenik od a je
a® :=au{a}.

Definirajmo nekoliko brojeva koji slijede.

1:=0" = {§}, (4.2)
2:=1"={0,1} = {0, {0}}, (4.3)
3:=2%={0,1,2} = {0, {0}, {0, {0}}}... (4.4)

Definicija 4.2. Skup I je induktivan ako
e fel,
* zasvaki x €1 je x* €.

Aksiom 7 (Aksiom beskonacnosti). Postoji induktivan skup, tj.
@ eI AVxeD(xu{x}el)).

Osnovni aksiomi garantiraju postojanje samo konacnih skupova. Ovo je prvi aksiom koji
garantira postojanje skupa koji ne moze biti konacan (kasnije ¢emo formalno definirati
pojam konacnosti). Zato se ovaj aksiom zove aksiom beskonacnosti.

21



4 Prirodni brojevi

Definicija 4.3. Skup prirodnih brojeva je skup
w = {n |V induktivan I(n € I)}.

Skup n je prirodan broj ako je element od w, tj. ako je element svakog induktivnog skupa.
Propozicija 4.4. Skup pridodnih brojeva dobro je definiran.
Dokaz. Aksiom beskonacnosti implicira da postoji induktivan skup, nazovimo ga s J. Pri-
rodni brojevi moraju biti elementi svakog induktivnog skupa, pa su i elementi od J. Zato
w mozemo odrediti separacijom iz J:

w ={ne€J |V induktivan I(n € I)}.
Taj skup postoji zbog aksioma separacije. O]

Propozicija 4.5. 1. Skup prirodnih brojeva w je induktivan.

2. Ako je I induktivan, onda je w C I.

Dokaz. D.Z. O]

Teorem 4.6 (Princip matematicke indukcije). Neka je ¢(n) svojstvo, tj. logicki izraz sa
slobodnom varijablom n takav da vrijedi

* ¢(0),
* ¢(a) > ¢(a’)
Tada je za svaki n € w ¢(n).

Dokaz. Neka je
S={acw]|¢(a)}.

Znamo daje 0 € wi ¢(0), paje0 € S. Akojea € Sondajea € wi ¢(a). Jer je w
induktivan slijedi da je a* € w, a tvrdnja iz teorema implicira da je ¢(a™), dakle a* € S.
Zbog toga je S induktivan, dakle w C S. Tj. svakin € w je u S, pa za njega vrijedi ¢ (n). [

Kao sto imamo shemu aksioma separacije, a ne jedan aksiom, tako je i prethodni teorem
zapravo shema teorema, po jedan teorem za svaki logicki izraz.

Princip matematicke indukcije Cesto ¢emo koristiti u nastavku. Upotrebljavamo stan-
dardne nazive: dokaz da je ¢ (0) nazivamo bazom indukcije, pretpostavku ¢ (a) nazivamo
pretpostavkom indukcije, a dokaz kojim iz pretpostavke indukcije izvodimo ¢ (a*) nazi-
vamo korakom indukcije. Ponekad ¢emo u dokazima preskociti izri¢ito navodenje pretpos-
tavke indukcije ako je ona jasna.
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4.2 Uredaj na prirodnim brojevima

4.2 Uredaj na prirodnim brojevima

Propozicija 4.7. Ako je a € b € w onda je a € w.

Dokaz. Dokazimo indukcijom po b.
Baza: b = 0. Tada nije moguce da je a € 0 =, pa je implikacije uvijek to¢na.
Pretpostavka: za svaki a € b vrijedi a € w.
Korak: neka je a € b* = b U {b}. Imamo dva slucaja: a € b ili a = b. U prvom slucaju
pretpostavka indukcije implicira da je a € w, a u drugom znamo da je b € w. ]

Definicija 4.8. Na w definiramo relaciju
a<b:=>aeb.

Lema4.9. 1. Zasvakin€ wje0<n;

2. za svake k,n € w je k < n* ekvivalentno s k <nV k =n;

3. zasvakin € wjen<n".
Dokaz. TODO O
Propozicija 4.10. Relacija < je parcijalni uredaj, tj. (w, <) je parcijalno uredeni skup.
Dokaz. TODO O
Lema 4.11. Sljedbenik ¢uva uredaj, tj. za svake k,n € w k < n povlaéi k* < n™.
Dokaz. TODO O
Propozicija 4.12. Relacija < je totalni uredaj, tj. (w, <) je totalno uredeni skup.
Dokaz. TODO O
Propozicija 4.13. Za svake a,b € w a < b ekvivalentno je s a C b.
Dokaz. TODO ]

Teorem 4.14 (Princip jake matematicke indukcije). Neka je ¢ (n) logicki izraz sa slobodnom
varijablom n takav da za svaki n € w vrijedi

(Vk <n) ¢(k)) = ¢(n).
Tada je za svaki n € w ¢(n).
Dokaz. TODO O]
Propozicija 4.15. Totalno uredeni skup (w, <) je dobro ureden.

Dokaz. TODO ]
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4 Prirodni brojevi

4.3 Dedekindov teorem rekurzije

Definicija 4.16. Niz je funkcija kojemu je domena prirodan broj ili w. Ako mu je domena w
zovemo ga beskonacni niz, a ako mu je domena prirodan broj n zovemo ga konacni niz ili
uredena n-torka.

Za niz f vrijednost f (n) Cesto zapisujemo f,.

Konacni niz f s domenom n mozemo zapisivati f = (fy, fi,. .., f,). Ponekad i beskonacni
niz zapisujemo f = (fy, f1,.-.)-

Neka je k € w, n >k ilin = w te f: n — S niz. Tada je restrikcija f|,: k — S takoder
niz.

Za skup t oznacimo s

t:=| "t =U{x € P (w x )| In € w(x €"t)} (4.5)

new

skup svih konac¢nih nizova na t.
Napomena 4.17. Prvi ¢lan unije, °t, jest skup svih funkcija s praznog skupa u t, tj.
%t ={fChxt|VYxedIy(xfy)}
Kako prazan skup nema ¢lanove uvjet Yx € 0)... uvijek je zadovoljen. Zato je
‘t=2@xt)=2 ) ={0}.
Dakle postoji jedna funkcija kojoj je domena @ i ona je .
Primjer 4.18. Fibonaccijev niz je niz f definiran sa
* fo=0,
* i=1,
* for2=For1 T fn

Intuitivno nam se ¢ini da je ovo dovoljno za definirati cijeli niz f : w — w. To Ce biti formalno
dokazano u sljedecem teoremu.

Teorem 4.19 (Dedekindov teorem jake rekurzije). Neka je t skup i F: t* — t. Tada postoji
jedinstvena funkcija g: w — t takva da je za svaki n € w

g(n) =F(gl,).

Dokaz. Potrebno je dokazati da postoji jedinstvena funkcija koja nesto zadovoljava. U
konkretnom slucaju mozemo definirati skup svih funkcija koje to zadovoljavaju:

G, ={g€®t|(Vk € w) g(k) =F(gli)} (4.6)

i onda treba dokazati da G, sadrzi to¢no jedan element.
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4.3 Dedekindov teorem rekurzije

Za sada imamo orude za tvrdnje o prirodnim brojevima, ne bas cijelom w. Zato ¢emo
prvo analizirati analogne skupove za prirodne brojeve. Za n € w definirajmo

G, ={ge"t|(Vk <n) g(k)=F(gl)}. (4.7)
Ocekujemo da ¢e G, takoder biti jednoclani. Dokazimo $to moZemo o njima.
Tvrdnja 1. Za svaki n € w skup G, je neprazan.

Dokaz. Dokazujemo indukcijom po n.
Baza: G, ={g €t |(Vk<0) ...} = ={0} #0.
Pretpostavka: G, # 0, tj. postoji funkcija g,: n — t takva da za svaki k < n vrijedi

gn(k) = F(gn|k)
Korak: Definirajmo g,.: n* — t sa

ga(k) k<n

gn*(k) = {F(gn) k=n.

Provjerimo da je g, € G+, tj. da (Vk <n™) g,+(k) = F(g,+|x). Za k < n vrijedi

gn+(k) = gn(k) = F(gnlk) = F(gb+|k):

a za k = n direktno po konstrukeciji vrijedi

gn*(k) = F(gn) = F(gn+|n)'

Sljede¢u ¢emo tvrdnju odmah prosiriti i na G, jer je dokaz isti.
Tvrdnja 2. Za svaki n € w i za n = w skup G, ima najvise jedan element.

Dokaz. Pretpostavimo suprotno, da postoje razliditi g, g’ € G,,. Neka je
k := min{m € © | g(m) # g'(m)}

najmanji prirodan broj u kojem se funkcije razlikuju. Tada je za svakim < k g(m) = g’(m),
tj. 8l = &'l paje
g(k)=F(gl)=F(g'l) = &g'(k),

Sto proturjeci izboru k. O
Sada znamo da za svaki n € w G, sadrzi to¢no jedan element. Nazovima ga g,,.

Tvrdnja 3. Za svake m,n € w, m < n, vrijedi g,|, = &m-

Dokaz. Dovoljno je dokazati da je g,|,, € G,,. Provjerimo uvjet za k < m:

gn'm(k) = gn(k) = F(gn|k) = F(gn|m|k)
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4 Prirodni brojevi

Definirajmo
g = Ugn:{(k,x)ewx t|(3n e w) (k,x) <€ g,}, (4.8)

new

i tvrdimo da je g traZeni element od G,,.

Tvrdnja 4. Skup g je funkcija.

Dokaz. Pretpostavimo da su (k, x;), (k, x,) € g. Tada po definiciji unije postoje n,m € w
takvi da je (k,x;) € g, i (k,x,) € g,,- Mora vrijediti k < n i k < m. Bez smanjenja
opcenitosti mozemo pretpostaviti da je n < m. Zato je

(k’ XZ) € gmln = &n

zbog Tvrdnje 3. Kako su oba (k, x;), (k,x,) € g,, a g, je funkcija, vrijedi x; = x,, $to je i
trebalo dokazati. O]

Tvrdnja 5. Domena funkcije g je w.

Dokaz. Domene svih funkcija g, su € w, pa je i dom(g) € w.
Obratno, neka je k € w. Vrijedi k € k* = dom(g,+). Zato postoji x takav da je (k,x) €
gi+ € g. Dakle k € dom(g). O

Tvrdnja 6. Za svakin € w g, = g,-

Dokaz. Za dokazati jednakost dvaju funkcija s domenom n treba dokazati da su jednake
za svaki k € n:
(k) =x & (k,x) € g, = (k,x) € g & g(k) = x.

Tvrdnja 7. Vrijedi g € G, tj. za svaki k € w g(k) = F(g|k).
Dokaz. Vrijedi

Tv. 6 Tv. 3 Tv. 6

g(k) =gl (k) = gp+(k) =F(gu+li) = F(g) = F(gli)-
]

Dakle G, sadrzi neku funkciju, a zbog Tvrdnje 2. ta je funkcija jedinstvena, Sto je i
trebalo dokazati. O

Kod jake rekurzije, analogno jakoj indukciji, sljede¢i ¢lan niza ovisi o svim vrijednostima
do tada. U praksi ¢e Cesto biti potrebna samo vrijednost neposrednog prethodnika. Taj
poseban slucaj navodimo u posebnom teoremu.

Teorem 4.20 (Primitivna rekurzija). Neka je t skup, s € t i F: t — t. Tada postoji jedins-
tvena funkcija g: w — t takva da

* g(0)=s5,
* Vne wg(n™)="F(g(n)).
Dokaz. TODO O
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4.4 Operacije na prirodnim brojevima

4.4 Operacije na prirodnim brojevima

TODO

4.5 Rekurzija s logickim funkcijama, shema
aksioma zamjene

Poku$ajmo definirati funckiju rekurzivno s
* g(0)=0,
« g(n")={g(n)}.

Problem je Sto Teorem 4.20 zahtijeva da zadamo funkciju F: t — t, dakle moramo
unaprijed znati kodomenu t trazene funkcije g. U ovom primjeru

x — {x}

nije funkcije jer je preopéenito zadana, domena bi joj bila svi skupovi.

Zato Zelimo jaci teorem rekurzije, neki u kojem c¢e biti dovoljno zadati izraze koji ¢e
od jednog skupa jedinstveno definirati drugi, iako nisu funkcije. Prvo definirajmo takve
izraze.

Definicija 4.21. Logickiizraz P(x, y) sa slobodnim varijablama x i y takavda Vx3!'y P(x,y)
nazivamo logicka funkcija.

Primjer 4.22.
s y={x}L . Vi(tey e t=x),
s y=x", 4. Vt(tey o texVt=x).

Bududi da kod logickog izraza P(x,y) svaki x jednoznacno definira y, taj y mozZemo
oznacavati s P(x).

Takav P sam ne definira fukciju jer je odreden za svaki x. MoZzemo pokusati konstruirati
funkciju ako ga “restringiramo” na neki skup A kao:

{(x,P(x)) | x €A}. (4.9)

Medutim niti to ne mora postojati ako ne znamo u kojem su skupu P(x). Dosadasnji
aksiomi nedovoljni su da dokazemo postojanje takvog skupa opcenito. Zato uvodimo novi
aksiom, tocnije shemu aksioma.

Aksiom 8 (Shema aksioma zamjene). Za logicku funkciju P(x, y) vrijedi YAABYx € AP(x) €
B.

Formalnije, za logicki izraz P(x, y) sa slobodnim varijablama x i y i bez slobodnih varijabli
Ai B vrijedi

VA(Vx €A3y P(x,y) > dBVYy(Ax €AP(x,y) <> y €B))
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4 Prirodni brojevi

To nije jedan aksiom nego shema aksioma zato $to imamo po jedan aksiom za svaki izraz
P(x,y), slicno kao kod aksioma separacije.

U formalnom iskazu aksioma zaobisli smo definiciju logicke funkcije tako $to smo uveli
uvjet Vx € Ay P(x,y). Ako taj uvjet nije zadovoljen aksiom je trivijalno istinit.

Aksiom nam dozvoljava da definiramo funkcije kao u (4.9), toc¢nije za logicku funkciju
P(x,y) i skup A definiramo

f=A{(x,y)€AxB|P(x,y)} (4.10)

gdje je B skup ¢ije nam postojanje utvrduje instanca aksioma zamjene s izrazom P(x, y).
Jasno je da je f funkcija.
Iznesimo sada jaCu verziju teorema rekurzije.

Teorem 4.23 (Jaka rekurzija s logickom funkcijom). Neka je F(x, y) logi¢ka funkcija. Tada
postoji jedinstvena funkcija g na w takva da je za svaki n € w

g(n) =F(gl,),

tj. vrijedi F(g(n), gl,)-

Primijetimo da je Teorem jake rekurzije s logickom funkcijom shema teorema, po jedan
teorem za svaku logicku funkciju.

Dokaz. Kopiramo dokaz Dedekindovog teorema rekurzije, imajuci u vidu da ne mozemo

konstruirati skupove G, i G,. Umjesto s tim skupovima, baratat ¢emo s logickim svoj-

stvima. Pokazat e se da nije problem $to ne znamo ¢ine li objekti s tim svojstvom skup.
Neka je G, (g) logicki izraz koji kaze

G,(g) = g je funkcijaAdom(g) = w A (Vk € w) g(k) =F(gli)- 4.11)

Primijetimo da je jedino Sto fali ovom logickom izrazu da bi definirao skup G,, iz dokaza
Teorema 4.19 tvrdnja rng(g) C t. Pokazat Ce se da ona nije bitna.

Za dokazati teorem trebamo dokazati da postoji jedinstveni g takav da je G, (g).

Nadalje, neka je G(n, g) logicki izraz koji kaze

G(n,g) := n< wA g je funkcijaAdom(g) =n A (Vk € n) g(k) =F(gl,). (4.12)
Tvrdnja 1. Za svaki n € w postoji g takav da vrijedi G(n, g).

Dokaz. Dokazujemo indukcijom po n.
Baza: Provjerimo da vrijedi G(0, #).
Pretpostavka: Postoji g, takav da vrijedi G(n, g,,).
Korak: Definirajmo g,.: n* — t sa

g.(k) k<n

&)= {F(gn) k=n.

Provjerimo da vrijedi G(n*, g,+). O
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4.5 Rekurzija s logickim funkcijama, shema aksioma zamjene

Tvrdnja 2. 1. Zasvakin € wizasvake g, g’ ako vrijedi G(n,g)iG(n,g’)ondaje g =g’
2. Za svake g, g’ ako vrijedi G,(g) i G,(g') ondaje g =g’

Dokaz. 1. Pretpostavimo suprotno, da postoje razli¢iti g, g’ takvida je G(n, g)i G(n, g’).
Posebno, vrijedi da su g i g’ funkcije s domenom n pa za m € n mozemo Koristiti
notacije g(m) i g’(m). Neka je

k:=min{m € n | g(m) # g'(m)}

najmanji prirodan broj u kojem se funkcije razlikuju. Tada je za svaki m < k g(m) =
g'(m), 4. glx = g'lt, pa G(n, g) i G(n, g’) impliciraju

g(k) =F(gl) = F(g'li) = g'(k),
$to proturjeci izboru k.

2. Analogno kao 1.
O

Tvrdnje 1.1 2. 1. povlace da za svaki n € w postoji jedinstveni g takav da vrijedi G(n, g).
Instanca aksioma zamjene za G(n, g) tada implicira da postoji skup

S:={g|(@ne€w)G(n,g)}. (4.13)

Ovo je klju¢an korak koji ne bismo mogli napraviti bez aksioma zamjene.
Za n € w pripadni g za koji vrijedi G(n, g) nazovimo g,,.

Tvrdnja 3. Za svake m,n € w, m < n, vrijedi g,|,, = &m-

Dokaz. Dovoljno je provjeriti da vrijedi G(m, g,|,,), pa jedinstvenost (Tvrdnja 2. 1.) povlaci
tvrdnju. O

Definirajmo

g:=uS=|Jg,={(k,x)|@ne w)(k,x)€g,}. (4.14)

new

Tvrdnja 4. Skup g je funkcija.

Dokaz. Isto kao dokaz Tvrdnje 4 u dokazu Teorema 4.19. ]
Tvrdnja 5. Domena funkcije g je w.

Dokaz. Isto kao dokaz Tvrdnje 5 u dokazu Teorema 4.19. ]
Tvrdnja 6. Za svakin € w gl|, = g,-

Dokaz. Isto kao dokaz Tvrdnje 6 u dokazu Teorema 4.19. ]

Tvrdnja 7. Vrijedi G,,(g).
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4 Prirodni brojevi

Dokaz. Prve dvije tvrdnje iz G, (g) su Tvrdnja 4 i Tvrdnja 5, a za posljednju uzmimo k € w
pa vrijedi
Tv. 6 Tv. 3 Tv. 6

g(k) =gl (k) = g+(k) = F(gi+li) = F(g) = F(gli)-
]

Dakle postoji g takav da vrijedi G,(g), a zbog Tvrdnje 2 2. taj je g jedinstven, $to je i
trebalo dokazati. O

Teorem 4.24 (Primitivna rekurzija s logickom funkcijom). Neka je P(x, y) logicka funkcija
i neka je s skup. Tada postoji jedinstvena funkcija g na w takva da je

* g(0)=s,
* Vne w g(n)=P(g(n)), . vrijedi P(g(n), g(n™)).
Dokaz. D.Z. O

Primjer 4.25 (Uvod u ordinale). Definirajmo funkciju s
* 2(0) =0,
* g(n)=g()"
Ta funkcija zadovoljava:
g0)=w, g)=w", gl2)=o",...

Slika od g je
mg(g) ={w, 0", 0™,...}.

U nastavku Ce biti zanimljiv skup

wurng(g)=1{0,1,2,...,w, 0", w™,... }.

Za nekoliko poglavlja definirat éemo redne brojeve (ordinale) i vidjeti da su w, w*, w**
i w Urng(g) ordinali. Postojanje potonjeg skupa ne bi bilo moguce utvrditi bez aksioma
zamjene.
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5 Odnosi medu skupovima

5.1 Ekvipotentnost

Definicija 5.1. Skupovi a i b su ekvipotentni, u ozgnaci a ~ b, ako postoji bijekcija f : a — b.

Intuitivno, ekvipotentne skupove zamisljamo kao skupove koji imaju “jednak broj ele-
menata” ili su “jednako veliki”.

Propozicija 5.2. 1. Za svaki skup a vrijedi a ~ a.

2. Za svake skupove a, b ako je a ~ b ondajei b ~ a.

3. Za svake skupove a,b,c akojea~bib~condajeia~c.
Dokaz. 1. Identiteta id, = {(x, x) € a x a} traZena je bijekcija.

2. a ~ b implicira da postoji bijekcija f : a — b. Po Propoziciji 3.28 3.jei f': b —>a
bijekcija, pa je b ~ a.

3.a~ bib ~ c implicira da postoje bijekcije f:a — b i g: b — c. Kompozicija

g o f:a— c je bijekcija po Propoziciji 3.28 4. pajea ~c.
O

Svojstva iz propozicije slice na svojstva relacija refleksivnost, simetricnost i tranzitivnost.
Ipak ~ nije relacija jer nije skup. No “restrikcijom” na bilo koji skup A:

{(x,y)€AxA|x ~y}

dobijamo stvarnu relaciju koja je refleksivna, simetri¢na i tranzitivna, dakle relacija ekvi-
valencije.

5.2 Konacni skupovi

Definicija 5.3. Skup a je konacan ako postoji n € w n ~ a.
Skup a je beskonacan ako nije konacan.

Lema 5.4. Za svaki n € w svaka injekcija f : n — n je i surjekcija.
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5 Odnosi medu skupovima

Dokaz. Dokazujemo indukcijom po n.

Baza: Slika svake funkcije 0 — 0 je podskup od 0 = @}, pa mora biti jednaka cijelom @,
dakle f je surjekcija.

Pretpostavimo da je svaka injekcija n — n surjekcija i neka je f: n* — n* injekcija.
Pretpostavimo da ona nije surjekcija, tj. da postoji rng(f) # n*. Imamo dva slucaja:

I. n¢rg(f): Tada je f: n* — n. Restrikcija f|,: n — n ponovno je injekcija. Kada bi
f(n) bio u slici rng(f|,,), postojao bi neki k < n takav da je f|,(k) = f (k) = f(n) pa
f ne bi bila injekcija. Dakle f |, nije surjekcija $to proturjeci pretpostavci indukcije.

II. n € rng(f): Tada postoji neki drugi k < n, k ¢ rng(f). Neka je [ € n* takav da
f (1) = n. Definirajmo funkciju g: n - n's

NIRRT
g(l)_{k i=1.

Posebno, ako je k =1 onda g = f|,,. Lako se provjeri da je g dobro definirana i da je
injekcija. Analogno kao u prethodnom slucaju dokazemo da f (n) ¢ rng(g). Dakle g
nije surjekcija Sto proturjeci pretpostavci indukcije.

O
Teorem 5.5. 1. Neka su n,m € w. Tada n ~ m implicira n = m.
2. Za svaki konacan skup S postoji jedinstveni n € w takav da je S ~ n.
3. Za svaki konacan skup S svaka injekcija f : S — S je i surjekcija.
4. Skup w je beskonacan.
Dokaz. 1. Pretpostavimo suprotno, tj. da postoji bijekcija f: m — n, i da n # m. Bez

smanjenja opcenitosti mozemo pretpostaviti da je n < m. Restrikcija f|,: n — n
je injekcija. Restrikcijom smo izbacili par (n, f (n)) iz funkcije, pa f(n) ¢ rng(f|,)-
Dakle f |, nije surjekcija, Sto proturjeci prethodnoj lemi.

2. Postojanje je definicija konacnosti. Jedinstvenost slijedi iz prethodne tocke i Propo-
zicije 5.2.

3. Jasno iz prethodne tocke i Leme 5.4.

4. Pretpostavimo suprotno, tj. da postoji n € w ibijekcija f : w — n. Dokaz se nastavlja
identicko nao u tocki 1.
O

Zbog tocke 2. prethodnog teorema mozemo definirati kako slijedi.

Definicija 5.6. Neka je S konacan skup i S ~ n za n € w. Kazemo da je n kardinalni broj
od S i zapisujemo n = |S| ili n = K(S).
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5.3 Cantorov osnovni teorem

Za beskonacne skupove jo$ uvijek ne mozemo definirati kardinalni broj, iako mozemo
neformalno zapisivati R(A) = K(B) misle¢i A ~ B.

Propozicija 5.7. Neka je A konacan skup i B € A. Tada je B takoder konacan i |B| < |A|.

Dokaz. Dokazujemo indukcijom po |A|.

Baza: Za |A| = 0 mora biti A=, pa je i B =0, dakle konacan i |B| = 0.

Pretpostavka: Pretpostavimo da je za svaki konacan skup A takav da je |A| = n i za svaki
B C A taj B takoder konacan i |B| < n.

Korak: Uzmimo proizvoljan A’ takav da je |A'| = n* i B’ C A’. Postoji bijekcija f : n* — A’.
Neka je A:=rng(f|,), paje f|, : n — A bijekcija, dakle |A| = n. Imamo dva slucaja:

I. f(n) € B’: Neka je B := B\ {f(n)}. Jasno je B C A, pa je po pretpostavci indukcije
konac¢an i m := |B| < n. Uzmimo bijekciju g: m — B i definirajmo h: m* — B’ sa

_)e(x) x<m
h(x)_{f(n) X =m.

Lako se pokaZe da je h bijekcija. Dakle B’ je konacan i |B’| = m* < n™.

II. f(n) ¢ B’: Tada je B’ C A, pa je po pretpostavci indukcije kona¢an i |[B’| < n < n*.
O

Primjer 5.8. Neka je f: w — w, f(n) = n*. Funkcija f je injekcija, ali nije surjekcija jer
0 ¢ rngf. Dakle pravi podskup rngf = w\ {0} C w ekvipotentan je s w. To ne bi bilo moguce
za konacne skupove zbog Teorema 5.5 tocke 3.

5.3 Cantorov osnovni teorem

Teorem 5.9 (Cantorov osnovni teorem). Neka je a skup. Skup a i njegov partitivni skup
2 (a) nisu ekvipotentni.

Dokaz. Pretpostavimo suprotno, da postoji bijekcija g: a — #(a). Definirajmo
b={xea|x¢/f(x)} (5.1)

Kako je f surjekcija na & (a) postoji r € a takav da je b = f(r).
Je li r € b? Kad bi bio, bio bi r € f(r), pa po definiciji od b vrijedi r ¢ b. U suprotnom,
ako r ¢ b = f(r) po definiciji od b treba biti r € b. Kontradikcija. ]

Uoc¢imo sli¢nost navedenog dokaza s Russelovim paradoksom. Ta se ideja naziva dija-
gonalni postupak i Kkoristi se na viSe mjesta u matematici.

Tvrdnja teorema intuitivno je poznata za konacne skupove. Mogli smo pomisliti da
su svi beskonacni skupovi ekvipotentni jer “imaju jednako elemenata - beskona¢no”, no
Cantorov osnovni teorem implicira da nisu. Npr. w i 2 (w) nisu ekviporentni.
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5 Odnosi medu skupovima

5.4 Cantor-Schroder-Bernsteinov teorem

Intuitivno shvacamo da podskup ima “manje ili jednako” elemenata od nadskupa, ili je
“manji ili jednako velik” kao nadskup. Od ideje da pravi podskup bude strogo manji od
pravog nadskupa morali smo odustati jer to ne mora vrijedi za beskonacne skupove (Pri-
mjer 5.8).

Injekcija f : B — Aje bijekcija na rng(f) C A, pa je B “maniji ili jednako velik” kao A. Ako
istovremeno postoji injekcija A — B A je “manji ili jednako velik” kao B, dakle “jednako
su veliki”. Postoji li zaista bijekcija medu njima? Sljedeéi teorem daje o¢ekvan potvrdan
odgovor, iako je dokaz mozda neocekivano kompleksan.

Za f:a — b oznatimo s f ~: & (a) — £ (b) funkciju definiranu s

fre):=mg(fl)={yeb|Ixecc,y =f(x)}.

Teorem 5.10 (Cantor-Schroder-Bernstein). Neka su A i B skupovi takvi da postoje injekcije
f:A—Big:B— A Tada su Ai B ekvipotentni.

Dokaz. Cilj je konstruirati bijekciju h: A — B koriste¢i poznate injekcije f i g, to¢nije neke
¢emo elemente skupova A i B spariti pomocu f, a neke pomoc¢u g. Elemente od

C,:=A\rng(g)=A\g~(B)

moramo spariti pomoé¢u f jer ¢! na njima nije definiran. Dakle Zelimo da je hlc, (x) =
f(x). Nakon toga zZelimo definirati ostatak bijekcije izmedu ostataka skupova, dakle iz-
meduA\C; i B\ f ~(C,;). Sada je kodomena manja, pa analogno zakljucujemo da elemente
od

Cy=A\g"(B\f7(G))

moramo spariti pomocu f . Isto ¢e se zakljucivanje nastavljati i dalje.
Dakle, formalno, rekurzivno pomoc¢u Teorema 4.20 definiramo niz C: w — 2 (A) sa

L] C():@;
¢ C'nJr :F(Cn)

gdje je F(x) :=A\ g~ (B\ f(x)). Neka je C :=U,,C,. Sada definirajmo h: A— B sa

) fx)  xecC
h(x)‘{g-l(x) xécC.

Ako je x ¢ C 2 C; = A\ rng(g) onda je x € rng(g), tj. g"*(x) je dobro definiran, pa je h
dobro definirana. Dokazimo da je h bijekcija izmedu A i B.

Pretpostavimo da h nije injekcija, tj. da postoje razliciti x, y € A takvi da je h(x) = h(y).
Ako su oba iz C moraju biti jednaki jer je f injekcija. Ako su oba iz A\ C takoder moraju
biti jednaki jer je g~! injekcija. Zato bez smanjenja opéenitosti moZemo pretpostaviti da je
x €Ciy¢Ciondaimamo f(x)=g (), tj. g(f(x)) = y. x € C znadi da postoji n € w
takav da je x € C,. Iz toga slijedi da je f(x) € f ~(C,), tj. f(x) ¢ B\ f ~(C,,). Bududci da je
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5.5 Sli¢nost parcijalno uredenih skupova

g injekcija slijedida y = g(f (x)) € g7 (B\f(C,)), tj. y € A\g~(B\f~(C,))=C,yy € C.
To proturjeci pretpostavci da y ¢ C, dakle h je injekcija.

Pretpostavimo da h nije surjekcija, tj. da postoji y € B koji nije u slici od h. Kad g(y)
ne bi bio u C, onda bi bilo h(g(y)) = g '(g(y)) = y, $to bi proturjecilo pretpostavci da
y nije u slici od h. Dakle g(y) € C, tj. postoji n € w takav da je g(y) € C,. C, je prazan,
pa je n > 0 i neka je n — 1 njegov prethodnik. Sada g(y) € C, =A\ g~ (B\ f~(C,_1))
impliciraday ¢ B\ f7(C,_1), 4. y € f 7(C,_;). Dakle y = f(x) zanekix € C,_, C C, pa
jeih(x)=y. ]

Napomena 5.11. Primijetimo da smo u dokazu Cantor-Schroder-Bernsteinovog teorema ko-
ristili znanja o prirodnim brojevima, pa konkretno i aksiom beskonacnosti. Intuitivno bi-
smo pomislili da taj aksiom ne bi trebao biti potreban za ovaj teorem. Zaista, postoji dokaz
Cantor-Schroder-Bernsteinovog teorema koji ne ovisi o aksiomu beskonacnosti. Ideja je da se
rekurgivna definicija od C pomocu C,. = F(C,) zamijeni unijom C :=U{a CA|a € F(a)}.

5.5 Slicnost parcijalno uredenih skupova

Definicija 5.12. Neka su (a, <) i (b, <) parcijalno uredeni skupovii f : a — b.

Kagzemo da f ¢uva uredaj ako za svake x,y € a, x < y povlaéi f(x) < g(y).

Funkcija f je slitnost izmedu a i b ako je bijekcija izmedu a i b, éuva uredaj i f~! ¢uva
uredaj.

Ako postoji sli¢nost izmedu a i b kazemo da su a i b sli¢ni i pisemo (a, <) ~ (b, <).

Sljedeca propozicija analogna je Propoziciji 5.2.
Propozicija 5.13. 1. Za svaki parcijalno uredeni skup (a, <) vrijedi (a, <) ~ (a, <).

2. Za svake parcijalno uredene skupove (a, <), (b, <) ako je (a,<) ~ (b,<) onda je i
(b, <) ~(a, <).

3. Za svake parcijalno uredene skupove (a, <), (b, <), (c, <) ako je (a,<) ~ (b,<)i(b,<
)~ (c,<)ondajei(a,<)=~(c,<).

Dokaz. D.Z. O

Propozicija 5.14. Neka su (a, <) i (b, <) totalno uredeni skupovi i nekaje f : a — b bijekcija
izmedu a i b koja ¢uva uredaj. Tada je f slicnost.

Dokaz. Samo treba dokazati da f~! ¢uva uredaj. Neka su y,,y, € b, y; < y,. Jer je f
bijekcija postoje x;, x, € a takvi da je f (x;) = y;, f (x,) = ¥,. Jer je (a, <) totalno ureden
X, i x, su usporedivi, a jer f ¢uva uredaj jedini mogudi odnos je x; < x,, Sto je trebalo
dokazati. O

Definicija 5.15. Neka je (a, <) parcijalno ureden skup i x € a.
(Otvoreni) pocetni komad od x u a je

p(x):={y€aly<x} (5.2)
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5 Odnosi medu skupovima

Zatvoreni pocetni komad od x u a je
Po(x):={y€aly=<x}. (5.3)

Neka su x, y € a, x < y. Tada je pocetni komad od x u a istovremeno pocetni komad i
u pocetnom komadu p,(y), tj.
pa(x) :ppa(y)(x)' (54)

Propozicija 5.16. Neka su (a, <) i (b, <) parcijalno uredeni skupovi, f : a — b sli¢nost i
x € A Tada je restrikcija f |, () sli¢nost izmedu p,(x) 1 py(f (x)).

Dokaz. Ako funkcija ¢uva uredaj, cuva i njena restrikcija. Isto tako restrikcija injekcije
je injekcija pa je jedino potrebno dokazati da je f|, (. surjekcija na p,(f(x)). Uzmimo
¥ € pp(f(x)), tj. y < f(x). Jer je f bijekcija postoji x" € a takav da je y = f(x’), a jer
¢uva uredaj mora biti x’ < x, dakle x" € p,(x). Stoga je y zaista u slici restrikcije na
Pa (). O

Teorem 5.17. Za svaki parcijalno ureden skup (a, <) postoji A C & (a) takav da je (a, <) ~
(A Q).

Dokaz. Tvrdimo da je funkcija p,: a — rng(p,) koja svakom x € a pridruzuje zatvoreni
pocetni komad trazena slicnost. Ona je po definiciji surjekcija na A := rng(p,). Uvijek je
x € p,(x) pa @ ¢ A to povlati A # 2 (a).

Pretpostavimo da je p,(x) = p,(y). Zato je x € p,(¥), tj. x < y. Analogno je y < x, pa
je x = y. Dakle, p, je injekcija, pa i bijekcija izmedu a i A.

Ako je x < y tranzitivnost povlaci da za svaki z < x vrijedi 2 < y, tj. p,(x) € p.(¥).
Zbog injektivnosti ne mogu biti jednaki, pa je p,(x) € p,(y). Dakle p, ¢uva uredaj.

Sada Propozicija 5.14 implicira da je p, sli¢cnost. m
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6 Redni brojevi (ordinali)

6.1 Dobro uredeni skupovi

Prisjetimo se da je totalno uredeni skup (A, <) dobro ureden ako svaki neprazan B € Aima
najmanji element, Definicija 3.16.

Lema 6.1. Neka je (A, <) dobro ureden skup i neka f: A — A ¢uva uredaj. Tada za svaki
x € Avrijedi f(x) = x.

Dokaz. Pretpostavimo suprotno, da postoji x € A takav da je f(x) < x. Neka je S skup
svih takvih. Budud¢i da je (A, <) dobro ureden S ima najmanji element, pa neka je upravo
Xx najmanji u S. Kako f Cuva uredaj vrijedi f (f (x)) < f(x), dakle f (x) € S. To proturjeci
pretpostavci da je x najmanji u S. ]

Napomena 6.2. Tehnika “najmanjeg protuprimjera” koristena u ovom dokazu standarna je
tehnika dokazivanja kod dobro uredenih skupova. Ako Zelimo dokazati da nesto vrijedi za
svaki element dobro uredenog skupa, mogemo pretpostaviti suprotno i uzeti upravo najmanji
koji to ne zadovoljava i dovesti do kontradikcije.

Propozicija 6.3. 1. Niti jedan dobro ureden skup nije slican svom pocetnom komadu.
2. Identiteta je jedina slicnost dobro uredenog skupa sa samim sobom.
3. Ako su dobro uredeni skupovi slicni, postoji jedinstvena slicnost izmedu njih.

Dokaz. 1. Pretpostavimo suprotno, da postoji x element dobro uredenog skupa A takav
da postoji slicnost f: A — p,(x). Tada je f(x) € ps(x), dakle f(x) < x. Sli¢nost
cuva uredaj, pa to proturjeci Lemi 6.1.

2. Neka je f: A — Asli¢nost za dobro ureden A i neka je x € A proizvoljan. Sli¢nost f
¢uva uredaj pa Lema 6.1 implicira da je f (x) > x. Jednako tako f ! ¢uva uredaj, pa
ista lema implicira da je x = f}(f (x)) = f (x), dakle x = f (x).

3. Kad bi postojale dvije razli¢ite sli¢nosti f,g: A— B, tada bi g~ o f bila sli¢nost A — A
razli¢ita od identitete, pritivno tocki 2.
O

Teorem 6.4. Za svaka dva dobro uredena skupa A i B vrijedi tocno jedno od sljedeceg:
e A1 B su slicni,

* Aje slican pocetnom komadu u B, ili
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6 Redni brojevi (ordinali)

* B je slican pocetnom komadu u A.
U potonja dva slucaja pocetni je komad jedinstven.

Dokaz. Definirajmo relaciju

fi={(x,y) €Ax B | ps(x) ~ pp(¥)}-

Dokazimo da je f funkcija. Pretpostavimo da sa za razlicite y;,y, € B (x,y;),(x,y,) € f.
Tada je pz(y;) =~ pa(x) =~ ps(y,). Bez smanjenja opcenitosti mozZemo pretpostaviti da je
¥, < Yo, pa je pocetni komad py(y;) ujedno i pocetni komad u pgz(y,). Dakle pz(y,) je
slican svom pocetnom komadu, $to proturjeci Propoziciji 6.3 1.

Analogno se dokazuje da je f ! funkcija, tj. da je f injekcija. Dakle f je bijekcija izmedu
svoje domene i svoje slike.

Neka su x1,x, € dom(f), x; < x,. Po definiciji od f postoji slicnost izmedu p,(x,) i
ps(f (x,)). Po Propoziciji 5.16 restrikcija te slicnosti na p,(x;) je slicnost izmedu p,(x;) i
nekog p,,, (¢(x,) (Y1) = pp(y1). Jer je f funkcija znamo da je y; = f(x;), no sada znamo da
je f(x;) =y; < f(x,). Dakle f ¢uva uredaj. Propozicija 5.14 implicira da je f je sli¢nost
izmedu svoje domene i svoje slike.

Dokazimo da je dom(f) ili cijeli A ili pocetni komad u A. Ako nije cijeli A neka je x
najmanji element u A\ dom(f ). Dakle, svaki element manji od x je u domeni, tj. p,(x) C
dom(f). Pretpostavimo da postoji x’ € dom(f), x’ > x. Dakle postoji slicnost izmedu
pa(x”) i nekog pz(y’). Tada Propozicija 5.16 implicira da je restrikcija te sli¢nosti na x
slicnost izmedu p,(x) i nekog p;(y). Zato je po definiciod f (x,y) € f, dakle x € dom(f).
To proturjedi izboru od x. Dakle zaista ne postoji x’ € dom(f) takav da je x’ > x, zbog
¢ega je dom(f) = pa(x).

Analogno se dokazuje da je rng(f) ili cijeli B ili pocetni komad u B.

Tvrdimo da je dom(f) = Aili rng(f) = B. Pretpostavimo suprotno, tj. da postoje x € A
i y € B takvi da je dom(f) = p,(x) i rng(f) = p(¥). No tada je sam f slicnost izmedu
pocetnih komada p,(x) i pz(y) pa po definiciji od f vrijedi (x,y) € f, Sto proturjeci
pretpostavci.

Preostaju dakle to¢no tri trazene mogucnosti, f je slicnost izmedu A i B, ili izmedu
A i pocetnog komada u B ili izmedu pocetnog komada u A i B. Jo$ treba provjeriti da
nije moguca istovremeno jo$ jedna opcija pomocu neke druge sli¢nosti. No u svakom od
slucajeva visestrukih opcija skup bi bio sli¢can nekog svom poc¢etnom komadu, $to proturjeci
Propoziciji 6.3 1.

Konacno, kad u potonja dva slucaja pocetni komad ne bi bio jedinstven, opet bismo
dobili slicnost izmedu veceg pocetnog komada i manjeg, koji je njegov pocCetni komad,
protivno Propoziciji 6.3 1. [

6.2 Definicija i uvodna svojstva rednih brojeva

Definicija 6.5. Skup a je tranzitivan ako za svake x,y za koje je x € y € a vrijedi x € a.
Ekvivalentno, skup o je trangitivan ako za svaki x € a je x C a.
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6.3 Uredaj na rednim brojevima

Za skup S neka je
eg={(x,y)eSxS|xey}. (6.1)

Primijetimo da je € logicka izjava s dvije varijable, dok je € relacija. Ipak, ako znamo da
su oba x,y € S tada je x € y ekvivalentno s x €5 y.

Definicija 6.6. Skup a je redni broj ili ordinal ako je trangitivan i dobro ureden uredajem
€

Ordinale obi¢no ozna¢avamo malim grckim slovima.
Primjer 6.7. Provjerite da su @, 1 = {0} i 2 = {0, {0}} ordinali.
Propozicija 6.8. Za svaki redni broj a vrijedi a ¢ a.

Dokaz. Pretpostavimo da je a € a. Tada je a kao element u relaciji €, sa samim sobom,
tj. a €, a. To proturjeci irefleksivnosti uredaja €,,. O

Propozicija 6.9. Svaki element ordinala je ordinal.

Dokaz. Neka je a ordinaliff € a.

Uzmimo x € y € 3. Jer je a tranzitivan y € 3 € a implicira y € a, apotom x € y € a
implicira x € a. Dakle sva tri x, y, 8 su € a, pa x € y € f§ implicira relacije x €, y €, 8.
Ta relacija je totalni uredaj na ordinalu a, pa njena tranzitinost implicira x €, 3, odnosno
x € 3. Dakle 8 je tranzitivan.

Jer je a ordinal € a implicira § € a, pa je €4 restrikcija od €,. Restrikcija dobrog
uredaja je dobar uredaj. Dakle f3 je ordinal. ]

6.3 Uredaj na rednim brojevima

Definicija 6.10. Za redne brojeve a i 3 kazemo da je a manji od f3 i piSemo a < f3 ako je
a € f. Sa a < f oznatavamo a < f3 ili a = f3.

Napomena 6.11. Oznaka < nije relacija nego tek nova oznaka za veé postojecu oznaku €.
Ipak, ¢im uvodimo ovakvu oznaku i terminologiju “manji od” ocekivat ¢emo da se ponasaju
kao uredaj.

Zaista, zbog Propozicije 6.9 svaki ordinal je skup ordinala koji je po definiciji ureden upravo
uredajem €. To Ce vrijediti i za druge skupove ordinala kako ¢emo vidjeti u nastavku.
Propozicija 6.12. Neka su a i 3 ordinali. Tada je

1. a C f3 akoisamo ako a < f3;

2. a C P akoisamo ako a < .
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6 Redni brojevi (ordinali)

Dokaz. 1. Ako je a € 3 tranzitivnost od 3 implicira a € 3. Propozicija 6.8 implicira da
jea# B pajeacp.
Obratno, ako je a C 8 onda je 8\ @ neprazan podskup od 3 pa ima najmanji element
v u uredaju €g. Dakle, svaki 6 < y nije u tom skupu pa je u a. Drugim rije¢ima, za
svaki 6 € y vrijedi 0 € a, tj. Yy C a.
Uzmimo 6 € a C 3. Obay i6 suu f3, pa su usporediva uredajem €4. Nije moguce da

je &6 =y jer y ¢ a. Nije moguce niti da je y € 6 jer bi onda tranzitivnost od ordinala
a takoder implicirala y € a. Dakle vrijedi 6 € y. Zatojea Cy,paia =1y € f5.

2. Jasno iz 1.

Lema 6.13. Ako su a i 3 ordinali, a N f3 je takoder ordinal.

Dokaz. Nekajex € y € anf C a. Zato je x € a. Analogno je x € 3, paje x € an f,
dakle a N f je tranzitivan.
Restrikcija dobrog uredaja je dobar uredaj. Dakle a N 3 je ordinal. O

Propozicija 6.14. Za svaka dva redna broja a i f3 vrijedi tocno jedno od sljedeeg: ili a < f3
lia=pilia>p.

Dokaz. Lema 6.13 implicira da je a N 8 ordinal. Ako je a N = a onda je a C P pa
Propozicija 6.12 implicira a < f3.

Ako je an 3 = f analogno je f < a.

U preostalom slucaju je anf C aianf C B, pa Propozicija 6.12 impliciradajeanf € a
iaNnp e f,dakle an B € an P, a to proturjeci Propoziciji 6.8.

Lako se vidi da ne moze vrijediti viSe tvrdnji istovremeno zbog Propozicije 6.8. O]

Korolar 6.15. Neka je S skup ordinala. Tada je €, totalni uredaj na S.
Dokaz. TODO O

Propozicija 6.16. Neka su a i 3 ordinali i neka je a < 3. Tada je a jednak svom pocetnom
komadu u 3, tj.

a = pg(a).
Dokaz. Propozicija 6.12 implicira a C 3, pa je
a={yeplyecal
a to je upravo trazeni pocetni komad. O
Korolar 6.17. Ako su dva redna broja slicna, onda su i jednaka.

Dokaz. Dokazujemo obrat po kontrapoziciji. Ako dva ordinala a i  nisu jednaka, onda
zbog Propozicije 6.14 bez smanjenja opc¢enitnosti mozemo pretpostaviti da je a < 3, pa je
a pocetni komad u 8. Zbog Propozicije 6.3 1. ne mogu biti sli¢ni. O
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6.4 Skupovi ordinala

6.4 Skupovi ordinala

Propozicija 6.18. Neka je S skup ordinala. Tada je €g dobar uredaj na S.

Dokaz. Dovoljno je dokazati da svaki neprazan skup ordinala A ima najmanji element.
Uzmimo a € A. Ako je a NA = (), svaki drugi 3 € A nije element od a, pa po Propoziciji
6.14 mora biti a € 3, dakle a je najmanji.

Ako je a NA neprazan, kao podskup od ordinala a ima najmanji element y. Tvrdimo da
je on najmanji i u A. U protivhom, ako postoji 3 € A takav da je 8 € y, po tranzitivnosti
od a jeif} € a, pa bi on bio manji od y u a. ]

Korolar 6.19. Svaki tranzitivni skup ordinala je ordinal.
Dokaz. Direktno po definiciji ordinala. O
Propozicija 6.20 (Burali-Fortijev paradoks). Ne postoji skup svih rednih brojeva.

Dokaz. Pretpostavimo suprotno, da postoji Q = {a | a je ordinal}. Zbog Propozicije 6.9
element svakog ordinala je ordinal, pa je Q tranzitivan. Zatim Korolar 6.19 povlaci da je
Q ordinal, pa je Q € Q, a to proturjeci Propoziciji 6.8. ]

Propozicija 6.21. Neka je S skup ordinala.
1. US je ordinal.
2. US je gornja meda od S, tj. za svaki a € S je a < US.
3. Ako S ima najve(i element f3, onda je US = f3.
4. Ako je ordinal 3 gornja meda od S, onda je US < f3.

Dokaz. 1. Neka je x € y € US. Tada postoji ordinal a € S takavdaje x € y € a, pa je
X € a CUS. Dakle US je tranzitivan.

Po Propoziciji 6.9 svi elementi ordinala su ordinali, pa je US takoder skup ordinala.
Bududi da je tranzitivan Korolar 6.19 implicira da je ordinal.

U nastavku ¢emo viSe puta koristiti Propoziciju 6.12 koja kaze da je za ordinale a i 3
a < f3 ekvivalentno s a C 3 te a < 3 ekvivalentno s a@ C f3. Bitno je prethodno provjeriti
da su oba elementa zaista ordinali.

2. Zaa€eSjeaCuUS,paia<US.

3. ZasvakiaeSjea < f3,paiaC f. Dakle US C 3, paiUS < B3.
Tocka 2. implicira da je f < US.

4. Ako je B najveli element u S tvrdnja slijedi iz tocke 3. U protivhom za svaki a € S
vrijedi a € f paia C . To implicira da je US C 3, paiUS < .
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6 Redni brojevi (ordinali)

]

Definicija 6.22. Neka je S skup ordinala. Skup US nazivamo supremum skupa S i ozgnaca-
vamo supS.

Definicija je opravdana zbog tocaka 2. i 4. prethodne propozicije. U nastavku ¢emo
nastaviti koristiti obje oznake US i supS.

Korolar 6.23. Za svaki ordinal a je Ua < a.

Dokaz. Ordinal a je gornja meda samog sebe, pa tocka 4. propozije implicira tvrdnju. []

6.5 Sljedbenik rednog broja

Propozicija 6.24. Ako je a ordinal, sljedbenik a* takoder je ordinal.

Dokaz. Uzmimo x € y € a™ = aU {a}. Ako je y € a, jer je a ordinal slijedi x € a C a*.
Ako je x = a onda je isto y € a C a*. Dakle a* je tranzitivan.
Jasno je da je a* skup ordinala, pa Korolar 6.19 povlac¢i da je ordinal. m

Korolar 6.25. 1. Svaki prirodan broj n € w je ordinal.
2. Skup prirodnih brojeva w je ordinal.
Dokaz. 1. Indukcijom iz propozicije.

2. Propozicija 4.7 implicira da je w tranzitivan, pa tocka 1. i Korolar 6.19 impliciraju
tvrdnju.
O

Propozicija 6.26. Neka su a i 3 ordinali. Tada je
1. a<at;
2. a < fB* akoisamo ako a < fB;
3. a < f ako i samo ako at < ;
4. a < f3 ako i samo ako a* < *;
5. of = B* implicira a = f3;
Dokaz. 1. Jasno.
2. Jasno.

3. Nekajea®™ < f3,tj. at = p ili a™ < . U prvom slucaju toc¢ka 1., a u drugom slucaju
tranzitivnost od f i tocka 1. impliciraju a < f3.

Neka je a < 8. Usporedujemo a™ i 3. Zbog Propozicije 6.14 dovoljno je iskljuiti
B < a*. U tom bi sluéaju tocka 2. povlacila f < a < f $to nije moguce.
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6.6 Teorem enumeracije

4. Jasno iz tocaka 2.1 3.;

5. Pretpostavimo suprotno, pa bez smanjenja opcéenitosti mozemo pretpostaviti a < f3.
Tada tocka 4. povlaci a* < B*, kontradikcija.
l

Definicija 6.27. Ordinal a je sljedbenik ako postoji p takav da je a = B*.
Ordinal je granicni ako nije ni 0 ni sljedbenik.

Primjer 6.28. Provjerite da je svaki prirodan broj osim 0 sljedbenik i da je ¢ grani¢ni ordinal.
Propozicija 6.29. 1. Ordinal a je sljedbenik ako i samo ako je a = (Ua)*.
2. Ordinal a je granic¢ni ili 0 ako i samo ako je a = Ua.

Dokaz. 1. Pretpostavimo da je a sljedbenik, tj. a = 37 za neki . Tada je

Ua=UBU{pN=upup=p

jer je UB C B po Korolaru 6.23. Zato je a = (Ua)*.

Obrat proizlazi direktno iz definicije.

2. Pretpostavimo da je Ua = a. Kada bi a bio sljedbenik onda bi po tocki 1. bilo
a = (Ua)" = a* $to proturjedi Propoziciji 6.26 1. Dakle a nije sljedbenik, pa je ili 0
ili granicni.
Obratno, pretpostavimo da a nije sljedbenik. Korolar 6.23 povlaci Ua C a. S druge
strane za proizvoljan § € a Propozicija 6.26 3. povla¢i f* < a. Ne mogu biti jednaki
jer a nije sljedbenik, pa je f* € a. Buduéi da je Ua gornja meda od a (Propozicija
6.21 2.) slijedi f < B+ < Ua, tj. B € Ua. Dakle zaista je a C Ua, pa je a = Uda.

O
6.6 Teorem enumeracije
Teorem 6.30. Svaki dobro ureden skup sli¢an je jedinstvenom rednom broju.
Dokaz. Neka je A dobro ureden skup i neka je
A" :={x € A| 3 ordinal 8 takav da je p,(x) ~ 8} (6.2)

skup svih elemenata od A ¢iji su pocetni komadi sli¢ni nekom ordinalu. Za svaki x € A’ taj
je ordinal jedinstven zbog Korolara 6.17. Drugim rije¢ima, logicki izraz koji kaze

P(x,B) := P jeordinal Ax ~p3
zadovoljava da Yx € A’ 313 P(x, 3), pa po aksiomu zamjene za taj P(x, ) postoji skup

a:={f(x)|x €A’}
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6 Redni brojevi (ordinali)

gdje je f (x) jedinstven ordinal sli¢an s x. Zbog toga postoji i funkcija f : A" — a, x — f(x).

Tvrdimo da je a tranzitivan. Uzmimo y € f(x) € a. Budu¢i da je f(x) ordinal, ordinal
jeiy. Nekaje g: f(x) — x slicnost i neka je y := g(y). Lako se provjeri da je restrikcija
gl, sli¢nost izmedu y i pocetnog komada p,(y). Dakle y € A" i y € a. Dakle a je zaista
tranzitivan, pa je po Korolaru 6.19 ordinal.

Na gotovo identi¢an nac¢in dokazemo da za svaki x € A’ i svaki y € A, y < x implicira
y € A’ (detalji za D.Z.).

Lako se vidi da f : A" = p,(x) — a ¢uva uredaj. Stoga je i injekcija, a po definiciji od a
je i surjekcija. Dakle ona je sli¢nost.

Tvrdimo da je A" = A. Pretpostavimo suprotno i uzmimo najmanji x € A koji nije u A’.
Dakle, svaki y < x je u A/, tj. p(x) CA'.

S druge strane, ako postoji y € A"\ p,(x) postoji sli¢nost izmedu p,(y) i nekog ordinala
p. Propozicija 5.16 implicira da je restrikcija te slicnosti na p,(x) slicnosti izmedu p,(x)
i nekog pocetnog komada od f koji je po Propoziciji 6.16 ordinal. Zato je x € A’ §to
proturjeci pretpostavci da postoji trazeni y. Zaklju¢ujemo da y € A’ \ p,(x) ne postoji, tj.
palx) =A.

Dakle funkcija f : A" = p,(x) — a je sli¢nost izmedu potetnog komada u A i ordinala a,
pa je x € A’. To proturjeéi izboru od x, dakle zaista je A’ = A.

Zato imamo f : A — a slicnost, Sto je i trebalo pokazati. Jedinstvenost slijedi direktno
iz Korolara 6.17. O

6.7 Transfinitna indukcija

Teorem 6.31 (Jaka transfinitna indukcija). Neka je ¢ (f3) logic¢ki izraz sa slobodnom vari-
jablom f takav da za svaki ordinal o

((V ordinal p < a) ¢(B)) = ¢(a).

Tada za svaki ordinal a vrijedi ¢(a).

Primijetimo da je Teorem jake transfinitne indukcije shema teorema. Takva e biti i
vecina drugih teorema o transfinitnoj indukciji i rekurziji koje ¢emo spomenuti u nastavku.

Dokaz. Pretpostavimo suprotno, tj. da postoji ordinal y za koji ne vrijedi ¢ (y). Neka je

a:=min{f <7y |-¢(B)}

najmanji ordinal manji ili jednak y (dakle € y* po Propoziciji 6.26) za koji ne vrijedi
¢ (a). Tada za sve ordinale 8 < a vrijedi ¢(3), pa svojstvo iz teorema implicira ¢ (a), Sto
je kontradikcija. O

Napomena 6.32. Ordinal a iz dokaza definirali smo kao najmanji element skupa dobivenog
separacijom iz y* pomocu nekog svojstva. Postavlja se pitanje jesmo li mogli naprosto uzeti
najmanji ordinal koji ima to svojstvo, bududi da su svi ordinali “dobro uredeni”. Odgovor je:
nismo direktno, jer ne postoji skup svih ordinala koji bi bio dobro ureden. Medutim, uvijek
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6.8 Transfinitna rekurzija

mogemo napraviti trik kao u dokazu: ako postoji ordinal y s nekim svojstvom dovoljno je
razmatrati ordinale manje ili jednake njemu, a oni ¢ine skup, i uzeti najmanji a medu njima.
Jasno je da a ne ovisi o izboru y. Zbog toga mozemo kratko re¢i da uzimamo najmanyji ordinal
koji ima dano svojstvo, sto ¢emo i raditi u nastavku.

Kao $to indukcija i rekurzija prirodnih brojeva mogu biti jaka - koja uzima u obzir sve
manje brojeve, i primitivna - koja uzima u obzir samo neposredne prethodnike, postoji i
primitivna transfinitna indukcija. Ipak, redni su brojevi $iri pojam od prirodnih brojeva pa
je njihova primitivna indukcija nesto kompleksnija, sto ¢emo vidjeti u nastavku.

Teorem 6.33 (Primitivna transfinitna indukcija). Neka je ¢ () logicki izraz sa slobodnom
varijablom B takav da vrijedi

* ¢(0);

* za svaki ordinal a ¢(a) povladi ¢(a™);

* za svaki grani¢ni ordinal a (VY < a) ¢(B) poviadi ¢ (a).
Tada za svaki ordinal a vrijedi ¢ (a).

Dokaz. Provjerit ¢emo da za svaki ordinal a vrijedi uvjet Teorema 6.31, tj. implikacija
((V ordinal f < a) ¢(8)) = ¢(a).

Ako je a =0 ¢(a) vrijedi zbog prvog uvjeta.

Ako je a sljedbenik postoji y takav da je a« = y*. Pretpostavimo da (V ordinal <
a) ¢(B). Konkretno, y < y* = a, pa slijedi ¢(y). Sada drugi uvjet povlaci ¢(y*), tj.
¢ (a).

U preostalom slucaju, ako je a granicni, tre¢i uvjet ovog teorema identican je uvjeti iz
Teorema 6.31.

Dakle u svakom sluc¢aju vrijedi uvjeti iz Teorema 6.31, pa on povlac¢i ¢(a) za svaki
ordinal a. O

6.8 Transfinitna rekurzija
Prisjetimo se da logicki izraz P(x, y) za koji vrijedi Yx3'!y P(x, y) nazivamo logicka funk-
cija, Definicija 4.21. Za zadani x jedinstveni takav y oznacavamo s P(x). Ako je P(x,y)
logicka funkcija i X skup neka je

Ply ={(x,y) [ x €eX AP(x,y)} (6.3)

To je jasno funkcija, a njeno postojanje slijedi iz aksioma zamjene.

Teorem 6.34 (Jaka transfinitna rekurzija). Neka je F(x,y) logicka funkcija. Tada postoji
logic¢ka funkcija P(x, y) za koju vrijedi (V ordinal a) P(a) = F(P]|,).
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Ponovno primijetimo da je navedeni teorem shema teorema, po jedan teorem za svaku
logicku funkciju F(x,y). Prisjetimo se da se sve tvrdnje ne mogu iznijeti u jednom te-
oremu jer za logicke izraze F ne mozemo koristiti kvantifikator VF. No za logicke izraze
ne mozemo Koristiti niti kvantifikator 3, pa je tvrdnja teorema da postoji logicka funkcija
P(x,y) problematicna. Zaista, gore naveden iskaz teorema nepotpun je. Tvrdnja da pos-
toji neka logicka funkcija zapravo je nepotpuna skracenica tvrdnje koja eksplicitno navodi
tu logicku funkciju. Logicku funkciju P(x, y) konstruirat ¢emo u dokazu i ona formalno
mora biti dio iskaza teorema. Formalno ¢emo iskazati teorem, odnosno teoreme, nakon
dokaza.

Dokaz. Dokaz provodimo koliko mozemo analogno dokazu Teorema 4.23.
Neka je G(a, g) logicki izraz koji kaze

G(a,g) := ajeordinal A g je funkcija Adom(g)=aA (VB €a)g(B)="F(gls). (6.4
Tvrdnja 1. Za svaki ordinal a i za svake g, g’ ako vrijedi G(a,g) i G(a,g’) ondaje g = g'.

Dokagz. Pretpostavimo suprotno, da postoje razliciti g, g’ takvi da je G(a, g) i G(a, g’).
Posebno, vrijedi da su g i g’ funkcije s domenom a pa za 3 € a moZemo koristiti notacije

g(B)1g'(B). Neka je
y:=min{f € a| g(B) # g'(B)}

najmanji ordinal u kojem se funkcije razlikuju. Tada je za svaki f <y g(8) = g'(B), .
gl, =¢g'l,, pa G(a, g) i G(a, g’) impliciraju
g(k) =F(gl) =F(g'l) = g'(k),

Sto proturjeci izboru k. m

Tvrdnja 2. Neka su a i 3 ordinali takvi da je B < a. Ako vrijedi G(a, g) onda vrijedi i
G(B,glp)-

Dokaz. Jasno. O
Tvrdnja 3. Za svaki ordinal a postoji g takav da vrijedi G(a, g).

Dokaz. Dokazujemo primitivhom transfinitnom indukcijom po a.
Baza a = 0: Provjerimo da vrijedi G(0, 0).
Sljedbenik a = B*: Pretpostavimo da vrijedi G(j3, gg). Definirajmo funkciju g, s dome-

nom a:
_ &) r<p
ga(r): {F(gﬂ) =P (6.5)
Lako se provjeri da vrijedi G(a, g,).
Grani¢ni a: Pretpostavimo da za svaki ordinal 8 < a postoji g5 takav da vrijedi G(y, gs).
Tvrdnja 1 povlaci da je za svaki 8 njegov pripadni g4 jedinstven. Stoga aksiom zamjene
povlaci da postoji skup
Se=1{gs | B €a}. (6.6)
Neka je
g, :=US,. (6.7)
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Tvrdnja 3.1. Skup g, je funkcija.

Dokaz. Dokazujemo sli¢no kao Tvrdnju 4 Teorema 4.23, odnosno Teorema 4.19. Pretpos-
tavimo da su (6, x;), (8, x,) € g,. Po definiciji unije postoje 8,y € a takvida je (8, x;) € gg
i(6,x,) € g,. Mora vrijediti 6 < 8 i 6 < y. Bez smanjenja op¢enitosti moZemo pretposta-
viti da je B < y. Tvrdnja 2 povlaci da je

&lp = gp-
Zato su oba (6,x,),(6,x,) € g4, a kako je gg je funkcija, vrijedi x; = x,. O
Tvrdnja 3.2. Domena funkcije g, je a.

Dokaz. Dokazujemo sli¢no kao Tvrdnju 5 Teorema 4.23, odnosno Teorema 4.19.
Domene svih funkcija g4 su € a, pa je i dom(g,) € a.
Obratno, neka je € a. Zato je B* < a, a kako je a grani¢ni mora biti f* < a. Vrijedi
B € B =dom(gs-). Zato postoji x takav da je (,x) € g4+ C g,. Dakle B € dom(g,). O

Transfinitnu indukciju zavrSavamo sljede¢om tvrdnjom.

Tvrdnja 3.3. Za svaki 3 € a vrijedi g,(8) = F(g,lp).

Dokaz. Ponovno znamo da je B < a. Po pretpostavci indukcije vrijedi G(", gg+), pa
posebno g4 (B) = F(gp+lp), t. (B, F(gp+lp)) € gp+ S 84 Dakle g,(B) = F(gp+lp) =
F(galﬁ) O

Tvrdnje 3.1, 3.2 i 3.3 upravo impliciraju G(a, g,). Time je indukcija zavrSena. ]

Dokazali smo da za svaki ordinal a postoji jedinsveni g, takav da vrijedi G(a, g,). Svi
ordinali ne ¢ine skup, pa od ovoga ne mozemo konstruirati generalnu funkciju na svim
ordinalima. Ipak, moZemo konstruirati logicki izraz P(a, x) koji kaze x = g,+(a), odnosno
formalno:

P(a,x) := (aje ordinal A(Vg) G(a*,g) — (a,x) € g)V(a nije ordinal Ax =0). (6.8)

Tvrdnja 4. P(a,x) je logicka funkcija, tj. za svaki a postoji jedinsveni x takav da vrijedi
P(a, x).

Dokaz. Ako je a ordinal tvrdnje 1 i 3 impliciraju da postoji jedinstveni g+ takav da vrijedi

G(a™, g,+), dakle P(a, x) kaze da je (a,x) € g,+. G(a™, g,+) izmedu ostalog povlaci da je

g,+ funkcija s domenom a*, pa za a € a* postoji jedinstveni x za koji je (&, x) € g4--
Ako a nije ordinal jasno je da P(a, x) vrijedi samo za x = (. O

Dodatna opcija za a koji nije ordinal nece nikada biti koriStena, ona sluzi samo da bismo
zadovoljili formalnu definiciju logicke funkcije.
Sljede¢om tvrdnjom zavrSavamo ovaj dokaz.

Tvrdnja 5. Za svaki ordinal a vrijedi P(a) = F(P|,)
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6 Redni brojevi (ordinali)

Dokaz. Znamo da za f3 € a vrijedi P|,(3) = gg+(f). Tvrdnja 2 implicira da je to jednako
g2.(B), paje P|, = g,. Opet zbog tvrdnje 2 to je jednako g,+|,.

Sada samo provjerimo da vrijedi P(a, F(g,)), tj. g,+(a) = F(g4+|,)- To direktno slijedi
iz izbora g,. kao one funkcije koja zadovoljava G(a*, g,+). O

[l

Teorem (Formalni iskaz Sheme teorema jake transfinitne rekurzije). Neka je F(x,y) lo-
gicka funkcija. Tada je sljedeca tvrdnja teorem.

Teorem (Teorem jake transfinitne rekurzije za logicku funkciju F(x,y)). Neka je P(a, x)
logicki izraz definiran u gornjem dokazu, tj.

P(a,x) :=(ajeordinal A ((Vg) g je funkcija A dom(g) =a* A

(VB ea™) g(B)=F(glp) = (a,x) € g))
V (a nije ordinal A x = 0).

Vrijedi sljedele:
1. P(a,x) je logicka funkcija, tj. za svaki a postoji jedinstveni x takav da je P(a, x).
2. Za svaki ordinal a vrijedi P(a) = F(P|,).

TIako je navedeno fomalan logicki iskaz teorema, mi ¢emo i dalje neformalno govoriti
da “postoji” ili da se “moze konstruirati” logicka funkcija te u iskazima teorema ne¢emo
eksplicitno iznositi tu logicku funkciju. U konacnici nije nam bitno kako ona to¢no izgleda,
nego su nam bitna njena svojstva koja iznosi teorem (u ovom slucaju P(a) = F(P|,)). Prvu
primjenu vidimo u sljede¢em Teoremu primitivne transfinitne rekurzije.

Teorem 6.35 (Primitivna transfinitna rekurzija). Neka je b skup te S(x, y) i G(x, y) logicke
funkcije. Tada se moze konstruirati logicka funkcija P(x,y) za koju vrijedi

* P(0)=1D;

* za svaki ordinal a je P(a*) = S(P(a));

* za svaki grani¢ni ordinal a je P(a) = G(P|a).
Dokaz. Konstruirajmo logicki izraz:

F(x,y) :=x=0Ay=bV
x je funkcija A (3 ordinal a) (dom(x) = a* AS(x(a),y) V)
x je funkcija A (3 granic¢ni ordinal a) (dom(x) =a A G(x,y)) V
x nije funkcija ili mu domena nije ordinal A y = 0.

Za D.Z. pokazite da je F(x,y) logicka funkcija i primijenite Teorem jake transfinitne
rekurzije za tu logicku funkciju. O
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6.9 Operacije na ordinalima

Sli¢cno kao kod prirodnih brojeva uvest ¢emo operacije zbrajanja, mnozenja i eksponenci-
ranja ordinala, ovaj put pomocu transfinitne rekurzije.

Sve ¢e one biti definirane logickim izrazom P(a, 3, y) takvim da za svake ordinale a i
P postoji jedinstveni y za koji on vrijedi. Tada za navedeni y mozemo uvesti oznaku koja
koristi a i 3, pa je P(a,f,7) ekvivalentno jednakosti ¥ = (ta oznaka). Iako je pomalo
neprecizno, u iskazima propozicija zbog jednostavnosti odmah ¢emo koristiti tu jednakost
umjesto P, ¢ime impliciramo svojstvo jedinstvenosti y.

Propozicija 6.36. Moze se konstruirati logicki izraz a + 3 = v za koji vrijedi

* za svaki ordinal a je a+0 = a;
* za svake ordinale i 3 je a+ BT =(a+p);

* za svaki ordinal a i grani¢ni ordinal B je a + 3 =sup{a+ 7|y € B}.

Dokaz. Direktno primjenom Primitivne transfinitne rekurzije, Teorem 6.35., za skup o te
logitke funkcije y = x* i y = urng(x). O

Propozicija 6.37. Moze se konstruirati logicki izraz a - 3 = y za koji vrijedi
* za svaki ordinal a je a-0=0;
* za svake ordinale ai fjea-pr=a-p+a;
* za svaki ordinal a i grani¢ni ordinal B je a - =sup{a-y|y € B}.
Dokaz. D.Z. O
Propozicija 6.38. MoZe se konstruirati logicki izraz af =y za koji vrijedi
* za svaki ordinal o je a® = 1;
* za svake ordinale a i 8 je a?" = aP - a;
* za svaki ordinal a i grani¢ni ordinal B je a + 3 =sup{a’ |y € B \ {0}}.
Dokaz. D.Z. ]
Propozicija 6.39. Za svake ordinale a, 3 i vy vrijedi
O+a=a la=a-1=a al=a, 1°=1
a(B+y)=aPf +ay af*r =P’
a+(B+y)=(a+p)+r alBy)=(aB)y
p<y=a+pf<a+ty B<y=aPf<ayzaa>0 B<y=>al<a’zaa>1
a+f=a+y=>L=y afp=ay=>B=yzaa>0 odP=a"=>P=yzaa>1
a<pf=>a+y<p+y a<p=ay <Py a<f=>a <p”

Dokaz. Sve se dokazuje transfinitnom indukcijom. D.Z. O
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